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I. Imtroduction and Summary

Considerable attention has recently been given to general
equilibrium models of the pricing of capital assets. Of these,
perhaps the best known is the mean-variance formulation
originally developed by Sharpe [1964] and Treynor [1961],
and extended and clarified by Lintner [1963a, bl, Mossin
[1966], Fama [1968a, b], and Long [1972]. In addition Treynor
[1965], Sharpe [1966], and Jensen [1968, 1969] have devel-
oped portolio evaluation models which are either based on
this asset pricing model or bear a close relation to it. In the
development of the asset pricing model it is assumed that
(1) all investors are single period risk-averse utility of termi-
nal wealth maximizers and can choose among portfolios solely
on the basis of mean and variance, (2) there are no taxes or
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S0 Studies in the Theory of Capital Markets

transactions costs, {3) all investors have homogeneous views
regarding the parameters of the joint probability distribution
of all security returns, and (4) all investors ean borrow and
lend at a given riskless rate of interest. The main result of the
model is a statement of the relation between the expected risk
premiums on individual assets and their “systematic risk.”
The relationship is

E(R) = E(R\)B; (1

where the tildes denote random variables and
- E{P:} o Pl-] T E{D::‘

II:II' =]
on the jth asset
D, = dividends paid on the jth security at time ¢
rr; = the riskless rate of interest |
E(Ry) = expected excess returns on a “market portfolio”
consisting of an investment in every asset out-
standing in proportion to its value

_ Cov [ij RH}
? o E{EH}

Relation 1 says that the expected excess return on any asset
is directly proportional to its 8. If we define o;as

a;= E(R))—E(R\)B;

then (1) implies that the « on every asset is zero.

If empirically true, the relation given by (1) has wide-
ranging implications for problems in capital budgeting, cost
benefit analysis, portfolio selection, and for other economie
problems requiring knowledge of the relation between risk
and return. Evidence presented by Jensen [1968, 1969] on
the relationship between the expected return and systematic
risk of a large sample of mutual funds suggests that (1) might
provide an adequate description ef the relation between risk
and return for securities. On the other hand, evidence pre-
sented by Douglas [1969], Lintner [1965], and most recently
Miller and Scholes [1972] seems to indicate the model does
not provide a complete description of the structure of security
returns. In particular, the work done by Miller and Scholes
suggests that the a’s on individual assets depend in a syste-
matic way on their §'s: that high-beta assets tend to have
negative a's, and that low-beta stocks tend to have positive a’s.

— e = expected excess returns

E(R))

= the “systematic” risk of the jth asset.
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Our main purpose is to present some additional tests of this
asset pricing model which avoid some of the problems of
Ez—ar_her studies and which, we believe, provide additional
insights into the nature of the structure of security returns
ﬁ!! previous direct tests of the model have been conducted
using cross-sectional methods; primarily regression of &, the
mean excess return over a time interval for a set nf‘secn;'ities

on estimates of the systematic risk, 3, of each of th iti
. Ny ese
The equation ; S

Ry=yy+y 8+ ;

was estimated, and contrary to the theory, ¥, seemed to be
significantly different from zero and v significantly different
F-mm H-E"’ the slope predicted by the model., We shall show
in Section III that, because of the structure of the process
which appears to be generating the data, these cross-sectional
tests_uf significance can be misleading and therefore do not
provide direct tests of the validity of (1). In Section II we
provide a more powerful time series test of the validity of
the model, which is free of the difficulties associated with
the cross-sectional tests. These results indicate that the
usual ﬂ:-lrm of the asset pricing model as given by (1) does
not provide an accurate description of the structure of securitz;r
returns, The tests indicate that the expected excess returns
on high-beta assets are lower than (1) suggests and that the
expected excess returns on low-beta assets are higher than
(1} suggests. In other words, that high-beta stocks have
negative a's and low-beta stocks have positive o's.

The data indicate that the expected return on a security can
be represented by a two-factor model such as

E(#;) = E(Fz)(1 - B;) + E(Fy)B; (2)

where the r's indicate total returns and E(7) is the ex
return on a second factor, which we shaxI:li call mepﬁﬁt:tg
factor,” since its coefficient is a function of the asset’s 3. After
we had observed this phenomenon, Black [1970] was able to
show thfat relaxing the assumption of the existence of riskless
orrowing and lending opportunities provides an asset
pricing model which implies that, in equilibrium, the ex-
Deetfzd return on an asset will be given by (2). H]’ﬁs results
mish an explicit definition of the beta factor, 7, as the
Teturn on a portfolio that has a zero covariance with the return

e on the market portfolio 7. Although this model is entirely
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consistent with our empirical results (and provides a con-
venient interpretation of them), there are perhaps other
plausible hypotheses consistent with the data (we shall briefly
discuss several in Section V). We hasten to add that we have
not attempted here to supply any direct tests of these
alternative hypotheses.

The evidence presented in Section 11 indicates the expected
excess return on an asset is not strictly proportional to its S,
and we believe that this evidence, coupled with that given in
Section IV, is sufficiently strong to warrant rejection of the
traditional form of the model given by (1). We then show in
Section 111 how the eross-section gl tests are subject to measure-
ment error bias, provide a solution to this problem through
grouping procedures, and show how cross-sectional methods
are relevant to testing the expanded two-factor form of the
model. Here we find that the evidence indicates the existance
of a linear relation between risk and return and is therefore
consistent with a form of the two-factor model which specifies
the realized returns on each assetto be a linear function of the
returns on the two factors 7z and Fy,

Fy = Pl =B+ Py @

The fact that the &’s of high-beta securities are negative and
that the s of low-beta securities are positive implies that the
mean of the beta factor is greater than r. The traditional form
of the capital asset pricing model as expressed by (1), could
hold exactly, even if asset returns were generated by (2'),
if the mean of the beta factor were equal to the risk-free rate.
We show in Section IV that the mean of the beta factor has had
a positive trend over the period 1931-65 and was on the order
of 1.0 to 1.3% per month in the two sample intervals we
examined in the period 1948-65. This seems to have been
significantly different from the average risk-free rate and
indeed is roughly the same size as the average market return
of 1.3 and 1.2% per month over the two sample intervals in
this period. This evidence seems to be sufficiently strong
enough to warrant rejection of the traditional form of the
model given by (1). In addition, the standard deviation of the
beta factor over these two sample intervals was 2.0 and 2.2%
per month, as compared with the standard deviation of the
market factor of 3.6 and 3.8% per month, Thus the beta factor
seems to be an important determinant of security returns,
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11. Time Series Tests of the Model

A_. Speciﬁ-:zaﬁun of the Model. Although the model of (1)
?vl:nch we wish to test is stated in terms of expected returns
it is possible to use realized returns to test the theory. Let us
repr_e:tel?t the returns on any security by the “market model”
originally proposed by Markowitz [1959] and '
Shampe [1963] and Fama [1968a] sp.emeneen by

R;= E(R;)+ g,Ri+ & (3)
where Hy =_R_U—E|:ﬁ_,,} = the “unexpected” excess market

return, and R and &; are normally distributed rand i
» E i E nao -
ables that satisfy: > B

E(Ry) =0 (4a)
E(e) =0 (4b)
E(2Ry) =0 (4c)

The specifications of the market model, extensively tested
by Fama et al. [1969] and Blume [1968], are well satisfied by
the data for a large number of securities on the New York Stock
Exchange. The only assumption violated to any extent is the
normality assumption' —the estimated residuals seem to con-
form to the infinite variance members of the stable class of
distributions rather than the normal. There are those who
would v._explain these discrepancies from normality by certain
nonstationarities in the distributions (cf. Press [1967]), which
still yield finite variances. However, Wise [1963] hasj shown
that the least-squares estimate of 8; in (3) is unbiased (al-
tl}ﬂugh not efficient) even if the variance does not exist, and
sum_rlatmns by Blattberg and Sargent [1968] and Fama and
Babiak [1968] also indicate that the least-squares procedures
are not totally inappropriate in the presence of infinite vari-
ance stable distributions. For simplicity, therefore, we shall
ignore the nonnormality issues and continue to assume
normally distributed random variables where relevant.?
I-!owe_ver, because of these problems caution should be exer-
cised 111Imaking literal interpretations of any significance tests

Substituting from (1) for E(R;) in (3) we obtain .

R;= RuB;+é (5)

:rvher::h Ry is the ex post excess return on the market portfolio
s Eti-: e holding period of interest. If assets are priced in the
arket such that (1) holds over each short time interval (say a
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month), then we can test the traditional form of the model by
adding an intercept a; to (5) and subscripting each of the
variables by t to obtain

Ry= a;+ BRu+ 2y (6)

which, given the assumptions of the market model, is a regres-
sion equation. If the asset pricing and the market models given
by (1), (3), and (4) are valid, then the intercept a; in (6) will be
zero. Thus a direct test of the model can be obtained by esti-
mating (6) for a security over some time period and testing to
see if @; is significantly different from zero.®

B. An Aggregation Problem. The test just proposed is simple
but inefficient, since it makes use of information on only a
single security whereas data is available on a large number
of securities. We would like to design a test that allows us to
aggregate the data on a large number of securities in an
efficient manner, If the estimates of the a/'s were independent
with normally distributed residuals, we could proceed along
the lines outlined by Jensen [1968] and compare the frequency
distributions of the “t” values for the intercepts with the
theoretical distribution. However, the fact that the e, are not
cross-sectionally independent, (that is, E(é,&,) # 0 for i = j,
cf. King [1966]); makes this procedure much more difficult.

One procedure for solving this problem which makes ap-
propriate allowance for the effects of the nonindependence
of the residuals on the standard error of estimate of the average
coefficient, &, is to run the tests on grouped data. That is, we
form portfolios (or groups) of the individual securities and
estimate (6) defining Ry, to be the average return on all securi-
ties in the Kth portfolio for time t. Given this definition of Ry,
Ay will be the average risk of the securities in the portfolio and
dy will be the average intercept. Moreover, since the residual
variance from this regression will incorporate the effects of
any cross-sectional interdependencies in the é;, among the
securities in each portfolio, the standard error of the inter-
cept &y will appropriately incorporate the nonindependence
of &.

11;r addition, we wish to group our securities such that we
obtain the maximum possible dispersion of the risk coeffi-
cients, 8. If we were to construct our portfolios by using the
ranked values of the 8, we would introduce a selection bias
into the procedure. This would occur because those securities
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entering the first or high-beta portfolio would tend to have
positive measurement errors in their 8, and this would intro-
duccE positive bias in By, the estimated portfolio risk co-
efﬁcml-nt. This positive bias in 8, will, of course, introduce a
negative bias in our estimate of the intercept, &, ,ﬂ::r that port-
folio. On the other hand, the opposite waujld :}ccur for the
lowest beta portfolio; its Bx would be negatively biased. and
the_refore our estimate of the intercept for this low-risk 1 ort-
folio would be positively biased. Thus even if the traditf:mal
rnudcll were true, this selection bias would tend to cause the
]mv—ns}: portfolios to exhibit positive intercepts and high-risk
portfolios to exhibit negative intercepts. To avoid this bias

we need to use an instrumental variable that is hi ghly cor-
related with f;, but that can be observed independently of g

The instrumental variable we have chosen is simply an in-
dependent estimate of the B ofthe security obtained from past
data. Thus when we estimate the group risk parameter on
sample data not used in the ranking procedures, the measure-
ment errors in these estimates will be indep?endent of the

errors in the coefficients used in the rankin
; : : and we th
obtain unbiased estimates of 8, and . = RreloTe

C. The Data. The data used in the tests t i
were ts_dcen from the University of Chicago %E:tjreig?tlﬂ:}
search in Security Prices Monthly Price Relative File, which
contains monthly price, dividend, and adjusted pri::e and
dividend information for all securities listed on the New Yaork
Stock Exchange in the period January, 1926-March, 1966
The monthly returns on the market portfolio Ry, were rjeﬁnedr
as thre returns that would have been earned on a portfolio
Eﬁn?&s{’mg of an equs_tl investment in every security listed on
we Y EE at the beginning of each month. The risk-free rate

as defined as the 30-day rate on U.S. Treasury Bills for the
period 1948-66. For the period 1926-47 the dealer commer-

cial paper rate® was used b i
[ ed because Treasury Bill '
notavailable, ’ PR RS

i % Thefiruupr‘ng}"mcedure
; 1he ranking procedure. Ideally we would like to assi
I L] = rega s
e individual securities to the various groups on the bas?;gr:?f
une ;anked B; (the true coefficients), but of course these are
o ?]1 serval_:JIe. In ardditir:m we cannot assign them on the basis
e B, since this would introduce the selection bias prob-
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lems discussed previously. Therefore, we must use a ranking
procedure that is independent of the measurement errors in
the B;. One way to do this is to use part of the data—in our case
five years of previous monthly data—to obtain estimates
B, of the risk measures for each security. The ranked values
of the 34 are used to assign membership to the groups. We
then use data from a subsequent time period to estimate the
group risk coefficients 2;, which then contain measurement
errors for the individual securities, which are independent of
the errors in 3, and hence independent of the original rank-
ing and independent among the securities in each group.
2. The stationarity assumptions. The group assignment pro-
cedure just described will be satisfactory as long as the
coefficients B, are stationary through time. Evidence presented
by Blume [1968] indicates this assumption is not totally in-
appropriate, but we have used a someitvhat more complicated
procedure for grouping the firms which allows for any non-
stationarity in the coefficients through time,
_ We began by estimating the coefficient 3;, (call this estimate
Biw) in (6) for the five-year period January, 1926-December,
1930 for all securities listed on the NYSE at the beginning of
January 1931 for which at least 24 monthly returns were avail-
able. These securities were then ranked from high to low on
the basis of the estimates 3, and were assigned to ten port-
folios®—the 109 with the largest B, to the first portfolio, and
so on. The return in each of the next 12 months for each of the
ten portfolios was caleulated. Then the entire process was
repeated for all securities listed as of January, 1932 (for which
at least 24 months of previous monthly returns were available)
using the immediately preceding five vears of data (if avail-
able) to estimate new coefficients to be used for ranking and
assignment to the ten portfolios. The monthly portfolio re-
turns were again calculated for the next vear. This process
was then repeated for January, 1933, January, 1934, and so on,
through January, 1965, 3
In this way we cbtained 35 vears of monthly returns on ten
portfolios from the 1,952 securities in the data file. Since at
each stage we used all listed securities for which at least 24
months of data were available in the immediately preceding
five-year period, the total number of securities used in the
analysis varied through time ranging from 582 to 1,094, and
thus the number of securities contained in each portfolio
changed from year to yvear.” The total number of securities

i .Correlation appears to be quit
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from which the portfolios w
h th ere formed at the beginnij
f}::ch _\ﬂear 1s given in Table 1. Each of the pcrtfoliggnrr::];ygbng
ought of as a mutual fund portfolio, which has an identity

of its own, even th £ _
g ough the stocks it contains change over

) ) TaBLE ]
l'otal Number of Securities Entering
All Portfolios, by Year

. Numiler of Numb

Year  Securities Year Secu rf;(ff
1931 382 1949
18932 673 1950 ggg
1933 658 1951 943
1934 683 1852 Q66
1935 676 1953 994
1936 674 1954 1000
1937 Bifi6 1955 1006
1938 G690 1956 994
1939 715 1957 944
1940 T43 1958 1000
1941 T4l 1959 995
1942 57 1960 1021
1943 T2 1961 1014
1944 Ti8 1962 1024
1945 773 1963 1056
1946 791 1964 108]
1947 Bl12 1965 1094
19458 542

1 E. The Empirical Results
i I;‘;e lfm;‘ r.cihpcrind. Given the 35 years of monthly returns
. €ach of the ten portfolios calculated as i
viously, we then caleulat Pt ! 8
g 2 ed the least-squares esti
o ; : s stimates of the
IFK in;ete:slgh- arlad B in (6) for each of the ten portfolios
i }‘ﬁ{’ ) using all 35 years of monthly data (420 gbserva.
o tE' results are summarized in Table 2. Portfolio num-
mntn‘ams Ithe highest-risk securities and portfolio number
Ccreﬂ'ici;:::w the ]DWESE-I}Sk securities. The estimated risk
g Tli range ﬁ-qm 1.561 for portfolio 1 to 0.499 for port-
g o "‘I‘ahli ::zrjtlcsltwte;ceé:ts, the dy, are given in the second
an e Student “#" val iv i
ik : ues are given direc
e Eemnf::—i; The correlation between the portfolio rethtrE
Bt et ret:jrns, r(Ry, Ry), and the autocorrelation of
s, r{&, &_,), are also given in Table 2. The auto-
e small and the correlation be-

bveen i
the portfolio and market returns are, as expected, quite




10000

nll‘

00142

10

(14882

00812 01964 02012

15684
(L0081

0.5981
0ddd 00882

SHG (L0405 0.0581

correlation eocllicient.

0.6291

(.9560

0.7534
049793

0.1041
00133 00139 00172 Q0218

0.0137 00126 00115 000102

08531
(G2
0. 1294

0.7HTS 07050 11837 23126
0.0836 00772 00655 0.0

0.09833° 0.0851

082249
[

Period (January, 1931-December, 1965)
00152

Each Begression = 420}

Portfolio Number

—0.1248

10572
==, 05343
0.9915
—0.0708
0.0124
0.0145
0,050

TAasLEZ2
—{.EE6Y

Series Tests, Entire

1.1625
—0.0167
—0.2468

0.9914

0.0073

0.0137
0.0163
01045

standard deviation of the monthly excess returns, ¥

(Sample Size for
1.2483
— (L0644
—0, 7587
0.DEE2

L0366
00173

0.0171

01126

13838
=), [U3H
- 1.9935

0.9875
—(L0638

0.0197

00177

atistics for Time
0,12448

15614
—(), 0824
=0.4274

(0.9625

(.0549

0.0393

0.0213

01445

Summary of St
average monthly exeess returns, o

Ttem®

a - 1P
{le)

AR, Ry
i & )
(i)

i
i
r
o 1]

. cant. (Note that

130140-OPC-POD-57-22

The Capital Asset Pricing Model

8g
high. The standard deviation_of the residuals olé,), the

average monthly excess return R,
of the monthly

portfolios.

and the standard deviation
excess return, o, are also given for each of the

ND[’FI! ﬁrstl that the intercepts & are consistently negative for
the high-risk portfolios (8 = 1) and consistently positive
f?r the low-risk portfolios (3 < 1). Thus the high-risk securi-
ties earned less on average over this 35-year period than the
amount predicted by the traditional form of the asset pricing
model. At the same time, the low-risk securities earned more
than the amount predicted by the model.

The significance tests given by the “t” values in Table 2 are
snmeu.:h’z:.t inconclusive, since only 3 of the 10 coefficients
havg “t" values greater than 1.85 and, as we pointed out
earlier, we should use some caution in interpreting these ¢
values since the normality assumptions ean be questioned

We shall see, however, that due to the existence of some non-
stationarity in the relations and to the lack of more complete
aggregation, these results vastly understate the significance
of the departures from the traditional model.

2. The subperiods. In order to test the station
empirical relations, we divided the 35-year interval into four
equal subperiods each containing 105 months. Table 3 pre-
sents a summary of the regression statistics of (6) calculated
using the data for each of these periods for each of the ten
portfolios. Note that the data for 8 in Table 3 indicate that
except for portfolios 1 and 10, the risk coefficients B wen;
fairly stationary.

I‘*{ﬂte, however, in the sections for & and (i) that the eriti-
cal intercepts dy, were most definitely nonstationary through-
out this period. The positive s for the high-risk portfolios in
the first subperiod (January, 1931-September, 1939) indicate
that these securities earned more than the amount predicted
]_J}’ ’fhe model, and the negative a's for the low-risk portfolios
indicate they earned less than what the model predicted. In
the three succeeding subperiods (October, 1939-June, lEi48-
July, 1948-March, 1957, and April, 1957-December. 1965)
segrfgét?mbwas reversed an::l the departures from the model
o 0 become progressively larger; so much larger that

Ol the ten coefficients in the last subperiod seem signifi-
e fail six cgefﬁcients are those with 8's most

T0m unity —a point we shall return to. Thus it seems

Ll::jh:cel}' that these changes were the result of chance; they
5 Drﬂhﬂbl}’ reﬂe,:t Ch&“gﬂs in thﬂ Q'ﬁ-,s}_

arity of the
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; onal form of the ass
sUmptions of th

et pricing model and the as-

e market model imply that the mean excess
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return on a security

T
.~y (8)
=57
observed over T periods can be written as |
R;=E(R)|Ry)+ &= Ryf;+é&; (9)

where Ry=XL, BulT, 8= XL, e/T. Now an obvious test of
the traditional form of the asset pricing model is to fit

B, = yo-t viBy+ 2} (10)

to a cross section of firms (where 3, is the estifnatcd rislilrc ::;e;{rfri!
cient for each firm and &’ = Ei—ylé{} and test to see if,
plied by the theory

vo=0 and ¥, =Ry

There are two major difficulties with this prgce_dureé 3113
first involves bias due to the measurement errors in 3 an e
second involves the apparent intzlljdeguacchif {Bdwaﬂs FaEF;rcasset

i ta. & -
tion of the process generating the da
pricing rnmijei given by (2') implies t]mI:;m fl:ld " tarrelrar:ils;r;
i is, i iti to the theoretical v
oefficients—that is, in addition | ,
gbove they involve a variable that is random through j:il_ime. If
the two-factor model is the true model, ?]m 11ds;11:alfszgn1a zsitfzz
i i i e a from '
tests on ¥ and vy, are ITIISlt?Eldl'ﬂg, since
CE;?}SE sezgon callmot provide any ewde:nce on the sjcam:aroc}
deviation of 7; and hence results ina serm}l:s underzsélﬂ_qﬁi Elt}r
i y ing this secon
the sampling error of ¥, and ;. Igll-mrmg .
for the rEomgent, we shall first consider l;hle fneasmdement e%?r
problems and the cross-sectional E1111:!1rlca]r evidence. The
random coefficients issue and appropriate S.lgnlﬁfan::’.‘,e tests
in the context of the two-factor model are discussed in more
il in Section IV. . )
dejns'lslll]onng as the B; contain the measureniﬁ:t er{}qrst?, ::l;;
i ¥, in (10) will be subject to
least-squares estimates %, and ¥, in { . ubject
well—kﬁcwn errors in variables bias and will ‘Pe mr_onsmt?in:f,
(cf. Johnston [1963, Chap. V1]). That is, assuming _that Z; an ::,
arr:: independent and are independent of the @; in the cros
sectional sample,
X (11)

plim¥, = mﬁ'—ﬁ,}
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where 5% 8)) is the cross-sectional sample variance of the true
risk parameters 8. Even for large samples, then, as long as the
variance of the errors in the risk measure o*(&) is positive, the
estimated coefficient §, will be biased toward zero and Jq will
therefore be biased away from zero. Hence tests of the signi-
ficance of the differences ¥o—0and 4, — Ry, will be misleading.

C. The Grouping Solution to the Measurement Error
Problem. We show in the Appendix that by appropriate
grouping of the data to be used in estimating (10) one can
substantially reduce the bias introduced through the exist-
ence of measurement errors in the B In essence the pro-
cedure amounts to systematically ordering the firms into
groups (in fact by the same procedure that formed the ten
portfolios used in the time series tests in Section II) and then
calculating the risk measures B for each portfolio using the
time series of portfolio returns. This procedure can greatly
reduce the sampling error in the estimated risk measures:
indeed, for large samples and independent errors, the samp-
ling error is virtually eliminated. We then estimate the cross-
sectional parameters of (10) using the portfolio mean returns
over the relevant holding period and the risk coefficients
obtained from estimation of (6) from the time series of port-
folio returns. If appropriate grouping procedures are em-
ployed, this procedure will vield consistent estimates of the
parameters y, and ¥, and thus will yield virtually unbiased
estimates for samples in which the number of securities enter-
ing each group is large. Thus, by applying the cross-sectional
test to our ten portfolios rather than to the underlying indi-

vidual securities, we can virtually eliminate the measurement
error problem.*

D. The Cross-sectional Empirical Results. Given the 35
vears of monthly returns on each of the ten portfoligs cal-
culated as explained in Section I, we then estimated 8y and
RBe (K=1,2,...,10) for each portfolio, using all 35 years of
monthly data. These estimates (see Table 2) were then used
In estimating the cross-sectional relation given by (10) for
various holding periods,

Figure 1 is a plot of &, versus By for the 35-year holding
period January, 1931-December, 1965. The symbol X de.
thly excess return and risk of each of

€ ten portfolios. The symbol (@ denotes the average excess
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return and risk of the market portfolio (which by the defini-
1931 -- 1865 tion of B is equal to unity). The line represents the least-
T squares estimate of the relation between Ry and .. The
«11 T ) | e wE 0 1 M " 5
- 0.00359 intercept .ﬂ"d slope” (with their respective standard
I”TEP":E;; = 0.DO0SS errors given in parentheses) in the upper portion of the figure
104 SIU. Ehf. ’ i | are the coefficients y, and y, of (10).
' SLOPE - u.umgg | The traditional form of the asset pricing model implies that
STO.ERR. = 0.000 the intercept v, in (10) should be equal to zero and the slope
¥ should be equal to Ry, the mean excess return on the
market portfolio. Over this 35-vear period, the average
: monthly excess return on the market portfolio Ry, was 0.0142,
08+ and the theoretical values of the intercept and slope in Figure
lare
§ vo=10 and v = 0.0142
i The """ values

1) = ¥o__ 0.00359
7 %) 0.00055

= 6.52

vi—#% _00142-0.0108 _
s(¥) 0.00052

seem to indicate the observed relation is significantly dif-
ferent from the theoretical one. However, as we shall see,
because (9) is a misspecification of the process generating the
data, these tests wvastly overstate the si gnificance of the
results,

We also divided the 35-year interval into four equal sub-
periods, and Figures 2 through 5 present the plots of the
Ry versus the g, for each of these intervals. In order to obtain
better estimates of the risk coefficients for each of the sub-
periods, we used the coefficients previously estimated over
the entire 35-year period.® The graphs indicate that the
relation between return and risk is linear but that the slope
is related in a nonstationary way to the theoretical slope for
each period. Note that the traditional model implies that the

eoretical relationship (not drawn) always passes through the
two points given by the origin (0, 0) and the average market
excess returns represented by (Jin each figure. In the first sub-
Period (see Fig. 2) the empirical slope is steeper than the

eoretical slope and then becomes successively flatter in
= each of the following three periods. In the last subperiod
(see Fig. 5) the slope ¥, even has the “wrong” sign.

t) = 6.53

AVERAGE EXCESS MONTHLY RETURNS

_'f.u 0.5 1.0 1.5 2.0

SYSTEMATIC RISK

TS stematic risk for the
URE | Average excess monthly returns versus sys : :
gé?:c];: period IQEGI—EE for each of ten portfolios (denoted by ) and the
market portiolio (denoted by ().
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TABLE 4
Summary of Cross-sectional Regression Coefficients and Their
t Values
Time Period
Total Period Subperiods
1/31-12/65  1/31-9/39 10/39-6/48 T7/48-3/537 4/57-12/65
Fu 0.00359 —0.00801 0.00439 0.00777 0.01020
¥ 0.0108 0.0304 0.0107 0.0033 =0.0012
1= Ry 0.0142 0.0220 00149 0.0112 0.0085
H{¥al 6.52 —=4.45 3.20 740 18.89
tiyi—H) 6.53 —=4.91 3.23 7.88 19.61

The coeflicients ¥4, %1, ¥, and the “t" values of %, and v, — ¥,
are summarized in Table 4 for the entire period and for each
of the four subperiods. The smallest “t"" value given there is
3.20, and all seem to be “significantly” different from their
theoretical values. However, as we have alreadv maintained,
these “t” wvalues are somewhat misleading because the
estimated coefficients fluctuate far more in the subperiods
than the estimated sampling errors indicate. This evidence
suggests that the model given by (9) is misspecified. We shall
now attempt to deal with this specification problem and to
furnish an alternative formulation of the model.

IV. A Two-Factor Model

A. Form of the Model. As mentioned in the introduction,
Black [1970] has shown under assumptions identical to that
of the asset pricing model that, if riskless borrowing oppor-
tunities do not exist, the expected return on any asset j will
be given by

E(F;) = E(Fz)(1 = B;) + E(74)B; (12)

where 7; represents the return on a “zero beta” portfolio—a
portfolio whose covariance with the returns on the market
portfolio 7y is zero.™

Close examination of the empirical evidence from both the
cross-sectional and the time series tests indicates that the
results are consistent with a model that expresses the return
on a security as a linear function of the market factor r,, (with
a coeflicient of 3;) and a second factor ry, (with a coefficient of
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1-pB,). The function is
Tw=Tfza(l—B)+ P+ oy, (13}

n of

99

?;I:;EEE Ee:i:d T,_the average value of 75, will determine the
S e t.: arzege?nagnd B for diiii‘?]renlz securities or portfoliog
R 1 generated by the process given b )
;?VEL :lfbu. ?ﬁeshhmate thle single variable time serifs r«=:gr:a-};s{i}::ar;‘|I
v (B}, then the Intercept & in that regression wil| be
: d=(F=m)1—B) =Ry(1-3,) (14)
where fp=23L, /T is the mea
; 2i=1 T2/ n return on the het
g;gr éth&rm&ll, ﬂ:‘p is mebmean risk-free rate over th?a :i}:?;_:égr
_ . ¢ dilterence between the two. Thus if . i
tive, high-beta securities will el U s
: s€ tend to have n ive @'
inw—l:_eta securities will tend to have positiﬁga;::se ;tfs}._lan_d
negal ive, hlgll-bete_n securities will tend to have pus.itive oy
an[ r::;;ll?te‘ta sectyr:ties will tend to have negative a’s o
n ition, if we estimate the cross i :
. -sectional re i
given by (10), the expanded two-factor model impIiesgéf:tszﬁg

true values of the parameters R
i and
zero and Ry but instead wil] be ;;ven h;:l will not be equal to

Yo = Rz and Y= R‘" - RZ

Hence if R, is positive, Yo will be positive and v, will be less

than R, If R, i " - :
Efeate;rthan R;#‘s negative, y, will be negative and ¥, will be

‘ us we can interpret Table 3 and Fj

1 I gures 2 th
ujacigcl;t;niuﬂs}fitvg; wc?s negative in the first sub[::;?gg inads
fal]nwiqg Spreriﬂ?ir; : successively larger in each of the
cag,izgpmmg '[1,2?’ we see that the traditional form of the
i i asset pricing model, as expressed in (1), is consist

€ present two-factor model if ' rent

E{f;)=0
@ _ B (15
wde {té?‘estic;‘ns of statistical efficiency aside) any test fo:
Shai E?anr i: Izmrtfolli"?-l is zer? is equivalent to a test for
e z/ 15 zero. The results in Table 3 sy
2) is not statmnlary through time. For example, Efefsmfr Thaé
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The coeflicients ¥4, %1, ¥, and the “t" values of %, and v, — ¥,
are summarized in Table 4 for the entire period and for each
of the four subperiods. The smallest “t"" value given there is
3.20, and all seem to be “significantly” different from their
theoretical values. However, as we have alreadv maintained,
these “t” wvalues are somewhat misleading because the
estimated coefficients fluctuate far more in the subperiods
than the estimated sampling errors indicate. This evidence
suggests that the model given by (9) is misspecified. We shall
now attempt to deal with this specification problem and to
furnish an alternative formulation of the model.

IV. A Two-Factor Model

A. Form of the Model. As mentioned in the introduction,
Black [1970] has shown under assumptions identical to that
of the asset pricing model that, if riskless borrowing oppor-
tunities do not exist, the expected return on any asset j will
be given by

E(F;) = E(Fz)(1 = B;) + E(74)B; (12)

where 7; represents the return on a “zero beta” portfolio—a
portfolio whose covariance with the returns on the market
portfolio 7y is zero.™

Close examination of the empirical evidence from both the
cross-sectional and the time series tests indicates that the
results are consistent with a model that expresses the return
on a security as a linear function of the market factor r,, (with
a coeflicient of 3;) and a second factor ry, (with a coefficient of
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1-pB,). The function is
Tw=Tfza(l—B)+ P+ oy, (13}
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101
the two subperiods (each of which contains 105 ohservations) 5% - 53
and thus unlikely that the true values of E(R;) were the same ; = S
in the two subperiods, and we shall derive formal tests of this ” / l "
proposition below. _ : o
The existence of a factor R; with a weight proportional to / o

1 — 3, in most securities is also suggested by the unreasonably
high “t"" values' obtained in the cross-sectional regressions,

as given in Table 4. Since y, and v, involve Rz, which is a ] : )
random variable from cross section to cross section, and since i e
no single cross-sectional run can provide any information o / o

T
¥ "
I 1

whatsoever on the variability of R, this element is totally
ignored in the usual caleulation of the standard errors of v,
and 7,. It is not surprising, therefore, that each individual
cross-sectional result seems so highly significant but so totally
different from any other cross-sectional relationship. Of
course the presence of infinite-variance stable distributions
will also contribute to this type of phenomenon.

In addition, in an attempt to determine whether the linearity
observed in Figures 1 through 5 was in some way due to the
averaging involved in the long periods presented there, we
replicated those plots for our ten portfolios for 17 separate
two-year periods from 1932 to 1965, These results, which also
exhibit a remarkable linearity, are presented in Figures Ba
and 6b. Since the evidence seems to indicate that the all-risky
asset model describes the data better than the traditional
model, and since the definition of our “riskless” interest rate
was somewhat arbitrary in any case, these plots were derived
from calculations on the raw return data with no reference
whatsoever to the “risk-free” rate defined earlier (including
the recalculation of the ten portfolios and the estimation of
the f;}. Figures 7 through 11 contain a replication of Figures 1
through 5 calculated on the same basis. These results indi-
cate that the basic findings summarized previously cannot be
be attributed to misspecification of the riskless rate.

In summary, then, the empirical results suggest that the
returns on different securities can be written as a linear func-
tion of two factors as given in (13), that the expected excess
return on the beta factor R; has in general been positive, and
that the expected return on the beta factor has been higher in
more recent subperiods than in earlier subperiods.

|

ne [t} [k 7y ]

15% -~ 193
iU 158 -- 1938

o

-
i Y|

[ Wk Y

Ficung g

B. Explicit Estimation of the Beta Factor and a Crucial :
D‘\."El‘]appihg

i A ' ;
Test of the Model. Since the traditional form of the asset verage monthly returns versus systematic risk for 17 non-

two-vear periods from 1932 to 1965,
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FiGURE 6 (continued)
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pricing model is consistent with the existence of the beta
factor as long as the excess returns on the beta factor have a
zero mean," our purpose here is to provide a procedure for
explicit estimation of the time series of the factor. Given such
a time series, we can then make explicit estimates of the
significance of its mean excess return rather than depending
mainly on an examination of the & for high- and low-beta

securities. Solving (13) for #4 plus the error term, we have an
estimate #y, of 7z

returns Yersus
h period April,

mn2
oS
o011

i
=

u/57 -- 12/85
B
1.0
STSTERATIC RISH
k for the 105-mont

2.5
Ler, 1965,

Average monthly

1
Pau = m [Fy=BiTan] = Fa+ iy (16)

where i, = @;/(1 — ;). We subseript #z; by j to denote that
this is an estimate of 7z obtained from the jth asset or port-
folio. Now, since we can obtain as many separate estimates of

fz, as we have securities or portfolios, we can formulate a
combined estimate

sLoPE
-
.a

8 g ¥

i

-]

a
Ficune 11
systematic ris
1957 — Decem

SHELIY LTHINOM JTLGAE

Tgl e EI]J;-ZH (l?}
']

which is a linear combination of the 7z, to provide a much
more efficient estimate of 7;. The problem is to find that

linear combination of the F;; which minimizes the error
variance in the estimate of 7. That is, we want to

ﬂ‘}{n E{r;!_ Fz;_F = I'I'Lil'l E(E lillj;‘xj;_ !-'zr}z
i i i

subject to £h; = 1, since we want an unbiased estimate. From
i
the Lagrangian we obtain the first-order conditions

eturns versus

ho¥(@)-Ar=0 j=12,...,N (18)
where A is the Lagrangian multiplier and N is the total number

of securities or nonoverlapping portfolios. These conditions
imply that

E-.‘ziﬁfl for alliandj (19)
hi i)

which implies that the optimal weights h; are proportional to
lo*(iz)). That is,

STSTEMATIC AISH
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S 1 where K = 1/5;[1/o%(i})] is a normalizing constant. But from
SHNLTY LTHLNOM
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the definition of @, we know that o*(1i;) = o*( i) /(1 — Bi)*, so
, KO=BF @)
: (1))

Equation (21) makes sense, for we are thern]I weigh:;ﬂ%ﬂt::ﬁ
estimates in proportion to (1-8,F arde;EE?H{lggﬂcﬁrectly,”
2(z:). However, since we cannot 0bs r .
E.r.‘::eﬂ;&'t’gurced for lack of explicit estimates, 'Enu assume thatth
o?(ik;) are all ;dentical and to use as our welg ts
d

j]j - K tl 22 B;F- {22]

1% (1= B2, ,
w%rﬁ;iomui_lj’ig}l afg (22) thus pmvide_ an _unlinasefz}l al.r:é
E:*ﬂximat-cly} efficient procedure for_estpnatmgb?, ut:] ﬁ; o
fﬁsvaﬂab]e information. However, there is a Dtmthin;ccurity
involved in actually applying this pracedurebi:s S i
data. The coefficient B; is of course unqul:tsir\:a e'ocedure ca
ral if we use our estimates B, in the weighting pr v o
3 i1l introduce bias into our estimate of r"%,. To unde: g
?1::'5 ];::gsll that ,Ej= B+ €, substitute this into (13) u?t ihz
n«E:lz:ESEElI}" additions and subtractions, and solve for

estimate -
Fu— Bt Tull— B+ &, — &l
TR -
Substituting this into (17), using (22), rearranging terms, and
taking the probability limit, we have
_ C[SHB) + (1 —BF1+ (& (23)

pl. im I"_gf -

Nom [SHB)+ (1 —BF1+o*(&)

i rari ;and B is
2(@) is the cross-sectional variance of l:h:e B; an

El;e:r?esarfjs :;-llév?;ver, the average standarj:l dﬁ.-watul:m g%ﬁﬁ
measurement error g for our pnrtfu?los 1s£ 31650 1}. it
(implying an average variance on the ni erdo_ - > {}{]T, i
since S%(gB) for our ]t;in pu{tfuh:ﬁ;ﬁ ?g.;éje ii.n B = 1.007,

; ; o i .
bl%lgowl:ilg?: ‘;:tg lulsi’ ;pgl_m;ie foregoing pruce:dures to the excesi

turn data’ to obtain an estimate nf_ﬂz, = Fau— TFis th; ;xcef;.r
l‘ﬁt m on the beta factor. Substituting Ry for 7 an[ _-.”t ;
}srur-,,-, in (16), the R, were estimated for each of our te
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portfolios. These were then averaged to obtain the estimate

5 - -ﬁ.lr — Jé iR
Ri=3 hBzi =K' (1-8, EJ ]
for each month t. The average of the R for the entire period

and for each of the four subperiods are given in Table 5, along
with their t values. Table 5 also presents the serial correlation

TABLES
Estimated Mean Values and Serial Correlation of the Excess Returns
on the Beta Factor over the Entire Periods and the Four Subperiods®

Period i a{R2) 1Az riR%, RE,-) 1r)
1/31-12/65 0.00338 0.0426 1.62 0.113 233
1/31-9/39 —0.00849 0.0641 —1.33 0.194 1.49

10/39-6/48 0.00420  0.0455 0.946 0.208 2,19
TI48-3/57 0.00782 0.0199 4.03 -0.181 -=1.B7
4/57-12/65 0.009597 0.0228 4.49 0.414 4.60

*The values of t{R7) were calculated under the assumption of normal
distributions.

coefficients r{R§, Rf,-,)."* Note that the mean value R? of the
beta factor over the whole period has a “t” value of only 1.64.
However, as hypothesized earlier, it was negative in the first
subperiod and positive and successively larger in each of the
following subperiods. Moreover, in the last two subperiods
its “t”" values were 4.03 and 4.49, respectively. These results
seem to us to be strong evidence favoring rejection of the
traditional form of the asset pricing model which says that

z should be insignificantly different from zero.

In order to be sure that the significance levels reported in
Table 5 are not spurious and due only to the misapplication
of normal distribution theory to a situation in which the vari-
ables may actually be distributed according to the infinite
variance members of the stable class of distributions, We
h"}"”ﬂ performed the significance tests using the stable dis-
tribution theory outlined by Fama and Roll [1968]. Table
§npresents the standardized variates (i.e., the “t” values) for

z El‘”each of the sample periods given in Table 5 along with
the “t” values at the 5% level of significance (two-tail) under
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Mormalized Variate
LE:zf:ss Return on the Beta Factor Under th
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TaBLEG ‘tlr u-_} ]] f the
@ oe = R% o 7o o
liee £ Ralon JI[H“c:jJ’nss{zlfrl'thti;n of Infinite

Variance Symmetric Stable Distributions
il
Period 1.5 1.6 L7 1.8 1.9 i -:-',.u-n
1/31-12/65 1.33 .71 2.14 2.61 3.11 2.53
1/31-0/39 ~1L11 -l44 -171 -2.00 —zl%g —T?g
10/39-6/48 os2 100 118 138 138 L7
7/48-3/57 260 316 3.75° 437 T
4/57-12/63 305 370 440° 3511° 5. :
t Value at the 5% i -
l:::l Zl’ significance 449 380 348, 3 16

(two-tail}t

Note: = characteristic expanent, Rz, a) = dispersion parameter of the

distribution.
{Cf. Fama and Rall [1968].

i i rac-
alternative assumptions reg:ardmg_me value of cﬁ, ;ll:uﬁiasc‘l;a e
teristic exponent of the d1str1‘t§u$cm. T]l;eb :51:]1; distribu:don'
i ils of the probabih H
higher are the extreme tal e proba .
| distribution and « )
a = 2 corresponds to the norma g {r0a0]
istributi idence presented by Fama
Cauchy distribution. Eviden : S
indi i bably in the range 1.7 to L.
seems to indicate that a is pro Ao i
t attempted to obtain expli
common stocks. We have no Soitebi
i d rently known estimati
estimates of a for our data, since cur _
procedures are quite imprecise and require extremely large

samples (up to 2,000 observations). Therefore we have simply

presented the “t” values calculated according to the proce-

for six values of
sted by Fama and Roll [19581
fﬂe?nsguigr%?n L5 t:::; 2.0. The coefficients in Tal:-lg 6 thlat a]re
sigrﬁﬁcant at the 5% level are noted with an asten;‘k. Clear 3,;;
if @ is greater than 1.7, the results %urbi{ir? the impressio
i the normal tests given in Table o. 1
ga;:*loegal-{]{i:: the estimates in Tables 5 an;imﬁ wEr&l ubé;ﬁmfeds
; fore, althoug e
from the excess return data; therefc iy S
interest for testing the traditional torm o el,
?'Izzynflc:?];; give the appropriate le»%el of 'rﬁhe memar W::]l:li oé: ;ti
timates 7¢ and 7y obtained from the total réturi £
E:deiiml?iguresxﬁ through 11 appear in Table 7, dalonfg wtf;
o(72) and olfy) and the estimated values of ¥e an -:Ei h:ar ©
crn;s—sectiﬂnal regressions [given by (10)] for each of the va
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TABLE 7
Mean and Standard Deviation of Returns on the Zero Beta and Market Portfolios and the

Cross-sectional Regression Coeflicients [from (10)] for Various Sample Periods
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jous sample periods portrayed in Figures 6 through 1L
(Recall that the two-factor model implies o= Tz and v, =
Fy—T7z) One additional item of interest in judging the im-
portance of the beta factor in the determination of security
returns is its standard deviation relative to that of the market
returns. As Table 7 reveals, of #2) is roughly 50% as large as
o{Fy). Comparison of 7z and 7y in Table 7 for the four 103-
month subperiods indicates that the mean returns on the beta
factor were approximately equal to the average market re-
turns in the last two periods covering the interval July, 1948-
December, 1965. Apparently, then, the relative magnitudes
of 7fand Fy indicate that the beta factor is economically as

well as statistically significant.

112

V. Conclusion

The traditional form of the capital asset pricing model
states that the expected excess returnona security is equal to
its level of systematic risk, 8, times the expected excess return
on the market portfolio. That is, in capital market equilibrium,
prices of assets adjust such that

E':R:} = 118 (24)

where v, = E(Ry), the expected excess return on the market

portfolio.
An alternative hypothesis of the pricing of capital assets

arises from the relaxation of one of the assumptions of the
tranditional form of the capital asset pricing model. Relaxa-
tion of the assumption that riskless borrowing and lending
opportunities are available leads to the formulation of the two-
factor model. In equilibrium, the expected returns E(f;) on an
asset will be given by
E(#) = E(72) + [E(Fu) — E(F2)1B; (25)
where E(7,) is the expected return on a portfolio that has a
zero covariance (and thus Bz = 0) with the return on the market
portfolio 7. In the context of this model, the return on 30-day
Treasury Bills (which we have used as a proxy for a“riskless”

rate) simply represents the returnon a particular asset in the
system. Thus, subtracting r¢ from both sides of (25), we can

rewrite (25) in terms of “excess’ returns as
E(R) = yo+ 7B (26)
where vo = E(R;) andy, = E(R.) — E(Ry).
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s 1 };f-‘fﬁ j“i ich is not necessarily zero and that
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5 g 'ou dmntam measurement error, Such a pro-
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to the predictions of the traditional form of the model. There
was also considerable evidence that this effect became
stronger through time, being strongest in the 1947-65 period.
The cross-sectional plots of the mean excess returns on the
portfolios against the estimated 8's indicated that the relation
between mean excess return and 8 was linear. However, the
intercept and slope of the cross-sectional relation varied in
different subperiods and were not consistent with the tradi-
tional form of the capital asset pricing model. In the two
prewar 105-month subperiods examined, the slope was
steeper in the first period than that predicted by the tradi-
tional form of the model, and it was flatter in the second period.
In each of the two 105-month postwar periods it was con-
siderably flatter than predicted. From the evidence of both
the time series and cross-sectional runs, we were led to reject
the hypothesis that vy, in (26) was equal to zero; we therefore
concluded that the traditional form of the asset pricing model
is not consistent with the data,

We also attempted to make explicit estimates of the time
series of returns on the beta factor in order to obtain a more
efficient estimate of its mean and variance and thereby enable
ourselves to directly test whether or not the mean excess re-
turn on the beta factor was zero. We derived a minimum-vari-
ance, unbiased linear estimator of the returns on the 8 factor
using our portfolio return data. We showed that, given the
independence of the residuals the optimum estimator re-
quires knowledge of the unobservable residual variances of
each of the portfolios but that this problem could be avoided
if they were equal. Under this assumption of equal residual
variances, we estimated the time series of returns on the beta
factor. However, if these assumptions (i.e., the independence
of the residuals and equality of their variances) are not valid —
and there is reason tuqbeiieve they are not—more complicated
procedures are necessary to obtain minimum-variance esti-
mates. Such estimators, which use the complete covariance

structure of the portfolio returns are available (although not
derived here). However, we feel that a straightforward appli-
cation of these procedures to the return data would result in
the introduction of serious ex post bias in the estimates. Thus
we have left a complete investigation of these problems, as
well as more detailed tests of the two-factor model, to a future
paper. In order to fully utilize the properties of the two-factor
model in a number of applied problems (such as portfolio
evaluation, see Jensen [1971] and various issues in valuation

T:.I wil] not equai E{H_lr}~
found
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does not affect the structure of security returns and hence
cannot explain the results reported here.

There are undoubtedly other economic hypotheses thatare
consistent with the findings of the existence of a second factor
and consistent also with capital market equilibrium. Each
hypothesis must be tested directly to determine whether it
can account for the presence of the g factor. The Black-
Scholes investigation of dividend effects is an example of
such a test.

Appendix: The Grouping Selution to the Measurement Error
Problem

Consider Brst the estimate 8; of the risk parameter in more
detail. We will want to test (10) over some holding period, but
we must first obtain the estimates of the risk parameter g,
from the time series equation given by (6). For simplicity, we
shall assume that the é; are independently distributed and
have constant variance for all j and t. The least-squares esti-
mate of 8;in (6), By, is thus unbiased but subject toa sampling
error ; as in (7), and the variance of the sampling error of the
estimate 3; is

var (B8 = o%{&) = = (A1)

since o*(2;) was assumed equal for all j, and where
T
&= 2 (Ru— Ryl {A.2)

r=1

is the sample sum of squared deviations of the independent
variable over the T observations used in the time series esti-
mating equation. Henece using (11) we see that

¥1
1+ a*(&)[dhS5% 3;)

Let us assume that we can order the firms on the basis of B

plim ¥ = (A.3)

or on the basis of some instrumental variable highly correlated

with 3; but independent of . Given the N ordered firms, we
group them into M equal-size contiguous subgroups, repre-

sented by K=1,2,...,M and calculate the average return j
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for each group for each month according to ’
H l i
He = 7 Rii K=1],:
LZ it L2, M (A.4)
N
L= 3 (assumed tobe integer) (A.5)

WhE‘TE R-ﬁ]‘r i ﬂ'le ret

u
We then estimate th m for month ¢ for s

e systematic risk of thecu”tyi in group K,

least squares to e group by applying
Ry, = ay+ BiR,, + &y {K =L2....M
where f=I,2,,__$T {A.6)
_ 1 L
en=73 &
and Lg K. (A7)
e a(2)
o) = ——
(Ekr) T (A.8)

Equation {A.8) holds. «
dependently distribn_rts.ﬂj-n:i5 1r:se

» by assumption, the Eyy are in-
squares estimate of g8, in (

ith equal variance. The least-

is A.B) is Bx = By + & and its variance
var (Bx18y) = a%(2,) = Z)
Now if we estimate th e A9
E ate the ¢ross- = .
our M S sectional .
period i atlons on Ry = 3L, RyT and e 0 SR ng
» we have Bk for some holding
where By =yo+ v+ Er . (A.10)
22 = ET: Be_ . .
N L (A.11)
Now the large sample estimate of y, in (A.10)
plim ¥ = ITI = bl
Y 7 Ry et
plim §%(g,) ; plim + o%(g)
B ° Dlim o*(2)/L. < i, (a.12)

0 as long as L —» = 35 ¥ — =, and this is
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true as long as we hold the number of groups constant, Thus bo 119
. . " . . []'.I U'IE' [‘rDs;-;Ec“’Dnﬂl 5
these grouping procedures will result in unbiased estimates lentre thic fes and time series forms of th
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would thus be identical to (A.3). Therefore, random grouping : m:];:’]m‘f_f of the number of partfolios i« st
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Notes
| 1. MNote that (4c) can be valid even though Ry is a weighted average of the nts B are all less than g 02
B; and therefore Ry containg ¢, This may be clarified as follows: taking 2,
the weighted sum of (3) using the weights, X, of each security in the mar-
ket portfolio we know by the definition of Ry that £, X.R, = R, X; X8, =
1, and £,X;e;=0. Thus by the last equality we know X,e;=—X%..,X ¢,
and by substitution E{e,Xe,) = Elej— ,.; Xie))] = X,o%(e), and this implies
condition {4c) since E{eR,) = X,0%e,) + E[¢; T, Xie.] = 0.
2. We could develop the model and tests under the assumption of infinite
| varignce stable distributions, but this would unnecessarily complicate
some of the analysis. We shall take explicit account of these distributional
| problems in some of the crucial tests of significance in Section IV,
3. Recall that the Ry and Ry, are defined as excess returns. The model can
be formulated with rr, omitted from (6) and therefore assumed constant
{then a;= re{l1 —8;)) or included as a variable (as we have done), which
strictly requires them to be known for all 1. But experiments with est-
mates obtained with the inclusion df rp, as a variable in (6) yield results
virtually identical to those obtained with the assumption of constant rr
[and henee the exclusion of ry, as a variable in (6)], so we shall ignore this
problem here. See also Roll [1969] and Miller and Scholes [1972] for a
thorough discussion of the bias introduced through misspecification of
the riskless rate. Miller and Scholes conclude as we do that these prob-
lems are not serious. .

4. Unbiased measurement errors in §; cause severe difficulties with the
cross-sectional tests of the model, and it is important to note that the time
series form of the tests given by (6) are free of this source of bias. Un-
biased measurement errors in @, which is estimated simultaneously with
e in the time series formulation, cause errors in the estimate of a; but
no syitematic bias. Measurement errors in Ry, may cause difficulties in
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the situation of nonidentical o*{) and cov (i, @) = 0 for j # i. But we
leave an investigation of the properties of these estimates and some
additional tests of the two-factor model for a future paper. If the assump-
tion of identical o*(&,) made here is inappropriate, we still obtain an
unbiased estimate of the R, However, the ectimated variance of f,,
which is of some interest, will be greater than the true variance.

15. The serial correlation for the entire period appears significant. Indeed,
the serial correlation in the last period, 0.414, seems very large and even
highly significant, with a ¢ value of 4.6. However, the coeficients in the
earlier periods seem to border on significance but show an inordinately
large amount of variability, thus indieating substantial nonstationarity.

16. As mentioned earlier, the choice of the number of groups is somewhat
arbitrary and, for any given sample size, involves a tradeoff between the
bias and the degree of sampling error in the estimates of the parameters
in (10). In an unpublished study of the properties of the grouping pro-
cedures by simulation technigues, Jensen and Mendu Rao have found
that, when o®(€) = 5% 3,), the use of ten groups with a total sample size of
N =400, vields estimates of the coefficient ¥, in (10} which, on the average,
are biased downward by less than 0.9% of their true value and have a
standard error of estimate about 50% higher than that obtained with un-
grouped data. The ungrouped sample estimates were, of course, 50% of
their true values on the average [as implied by (11) for these assumed

variances).
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