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BEFORE THE FLORIDA PUBLIC SERVICE 
COMMISSION 

 
 

In re: Fuel and Purchased Power Cost 
Recovery Clause with Generating 
Performance Incentive Factor 

DOCKET NO.: 20220001- EI 
 

DATED: MAY 31, 2022 

 
 
 

DUKE ENERGY FLORIDA, LLC’S RESPONSE TO 
CITIZENS’ THIRD SET OF INTERROGATORIES (NOS. 31-69) 

 
 
 Duke Energy Florida, LLC (“DEF”) responds to the Citizens of the State of Florida, through 

the Office of Public Counsel’s (“Citizens” or “OPC”) Fourth Set of Interrogatories to DEF (Nos. 31-

69) as follows: 

INTERROGATORIES 
In responding to questions 31-64, please refer to the Confidential Direct Testimony of Anthony 

Salvarezza filed on April 1, 2022. 

 
31. On page 16 of Mr. Salvarezza’s testimony, it is stated that the Unit 4A in-service 

failure in January 2021 resulted in a forced outage lasting into April 2021. 

a. Please provide a detailed schedule of the work performed during this outage. 

b. Please provide an explanation for the length of this outage. 

c. Provide all emails, correspondence, and other documentation associated with the 

schedule and duration of this outage. 

Response: 
a. The rotor was removed for inspection of the fault area, and repairs were attempted to 

address the damage from the fault on the stator core. Following the repair attempts, DEF 
was not satisfied with the stator core integrity and elected to purchase a replacement 
generator from Siemens that was in the Siemens Charlotte shop. This "footprint" 
generator was removed from long term storage in the laydown yard, prepared in the 
Charlotte shop for service with technical advisory updates, and then shipped to site for 
installation.  Please see document bearing Bates Numbers 20220001-DEF-002424 
through 20220001-DEF-002425 CONFIDENTIAL.   

b. Please see DEF’s response to Q31a. 
c. Please see DEF’s objection to this request filed on May 31, 2022.  
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32. On page 17 of Mr. Salvarezza’s testimony, it is stated that the Unit 4C in-service 

failure in May 2021 resulted in a forced outage lasting into November 2021. 

a. Please provide a detailed schedule of the work performed during this outage. 

b. Please provide an explanation for the length of this outage. 

c. Provide all emails, correspondence, and other documentation associated with the 

schedule and duration of this outage. 

Response:  
a. Due to stator core damage from the fault, a new "footprint" generator mid-section was 

required to be fabricated by Siemens. This stator core with new stator windings was 
manufactured in the Charlotte shop and shipped to site for installation. Please see 
document bearing Bates Numbers 20220001-DEF-002426 through 20220001-DEF-
002430. 

b. Please see DEF’s response to Q32a. 
c. Please see DEF’s objection to this request filed on May 31, 2022.  

 
 
33. On page 17 of Mr. Salvarezza’s testimony, it is stated that the Unit 4D outage that was 

moved up to June 2021 lasted until October 2021. 

a. Please provide a detailed schedule of the work performed during this outage. 

b. Please provide an explanation for the length of this outage. 

c. Provide all emails, correspondence, and other documentation associated with the 

schedule and duration of this outage. 

Response:  
a. Please see attached document bearing Bates Numbers 20220001-DEF-002431 through 
 20220001-DEF-002433. 
b. Please see DEF’s response to Q33a. 
c.   Please see DEF’s objection to this request filed on May 31, 2022.  

 
 

34. On bates page 20220001-DEF-001381, please confirm that the outage referred to began on 

the mobilization date and ended on the demobilization date cited in Table 1.4. 

a.  Please provide a detailed schedule of the work performed during this outage. 

b. Please provide an explanation for the length of this outage. 

c. Provide all emails, correspondence, and other documentation associated with the 

schedule and duration of this outage. 
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Response:  
a.  The planned outage began on 9/29/2019 and ended on 1/28/2020. The dates cited in 

Table 1.4 were the Siemens mobilization dates for work scheduled during this outage. 
This outage was a planned Generator Major outage, in which two stator bars failed 
during the planned hipot test, resulting in a scope escalation to a stator rewind, as 
described in Mr. Salvarezza's testimony on page 6. Please see document bearing Bates 
Numbers 20220001-DEF-002434 through 20220001-DEF-002447 and 20220001-DEF-
002448 through 20220001-DEF-002449. 

b. Please see DEF’s response to Q34a. 
c. Please see DEF’s objection to this request filed on May 31, 2022. 
 
 

35. On pages 15-16 of Mr. Salvarezza’s testimony, it is stated that the stator rewinds for Units 4A, 

4C, and 4D were moved up to outages in 2022, 2023, and 2024. Please provide a detailed 

explanation for delaying the stator rewind outages on these units until 2022 considering the 

findings of the Unit 4B Root Cause Analysis. Please provide all emails, correspondence, and 

other documentation on the rescheduling of these outages and the rescheduling decision 

process. 

Response:  
DEF disagrees with the question’s premise that the stator rewind outages were “delayed” – 
as Mr. Salvarezza’s testimony explains, the stator rewinds were accelerated by thousands of 
equivalent operating hours compared to the normal schedule for such an activity.  Please see 
Mr. Salvarezza’s testimony at page 16, lines 9-16.  To the extent this question is asking why 
the rewinds were not accelerated further, there were multiple reasons DEF opted for the 
original schedule identified, not least among them being that DEF had no information that 
would have led to the conclusion that the units were incapable of operating to the scheduled 
outages nor did DEF even know that the other units were damaged – it was determined likely 
that the damage had been initiated, but there was no non-destructive testing available to 
definitively determine if that hypothesis was correct.  Finally, when scheduling the rewind 
outages, DEF had to consider: system demand, other units’ availability throughout the length 
of the potential outage, availability of the manufacturer to fabricate the necessary 
components (obviously DEF is not the only customer of the manufacturer and DEF has no 
ability to skip ahead in the manufacturer’s queue), time to manufacture needed components 
once the manufacturer was able to begin), and availability of contractors to perform the work, 
the loss of a low-cost baseload unit and the need to produce and/or purchase higher cost 
replacement power during the outage, etc.  

 
35. What testing was performed on Units 4A, 4C, and 4D after the Unit 4B stator bar issues 

described on page 6 of Witness Salvarezza’s direct testimony was discovered? 

a. Provide copies of all test reports on the generators. 

b. Provide all emails, correspondence, and other documentation associated with testing and 

decisions to perform the testing. 
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Response:  
a.   As discussed in footnote 1 on page 7 – Units 4A, 4C, and 4D each successfully completed 

the same hipot testing that discovered the damage to Unit 4B.  Please see page 13 for a 
discussion of additional borescope testing scheduled for Units 4A and 4C, as well as 
modifications to the EMSA collars.  There is no other available testing that would have 
discovered the damage. 

b.   Please see DEF’s objection to this request filed on May 31, 2022.  
 

36. On pages 18-19 of Mr. Salvarezza’s testimony, discussing the planning of outages at the 

remaining Bartow CTG units after the Unit 4A in-service failure and its resulting outage, it 

is stated that “any of the alternatives ultimately not selected carried its own set of risks and 

unknowns.” 

a. Please elaborate on the risks and unknowns of removing Unit 4C from service 

immediately after Unit 4A was returned to service in April 2021. 

b. Please elaborate on the risks and unknowns of removing Unit 4D from service 

immediately after Unit 4A was returned to service in April 2021. 

Response: 
The “risks and unknowns” being referred to under either scenario were the same and 

 include such unknows as whether or not the suspected damage was present at all, the risk 
 that the other remaining unit suffered an in-service failure while the first was offline (i.e., 
 that the “wrong” unit was taken offline), assuming the damage was found on whichever 
 unit was taken off-line, the risk that the unit would have been offline for an indeterminate 
 amount of time while DEF waited its turn in the manufacturer’s queue and then 
 fabricated the needed components, and the risk that a different unit altogether would 
 either enter a forced outage or need to forego a planned outage to meet need while the 
 unit was offline.  Again, the point of the comment being referred to and the discussion 
 that preceded it was simply to illustrate that there was no risk-free or perfect path forward 
 available at the time. 

 
37. When did DEF discover that the stator winding temperatures at the Bartow CTG units 

exceeded the comparative values noted on page 7, line 17 during the 2009-2013 timeframe? 

a. Provide all information and documentation regarding Siemens’ analysis of the winding’s 

temperature. 

b. Provide any revisions or recommendations from Siemens regarding changes in alarm 

setpoints. 

c. Provide all emails, correspondence, and other documentation associated with 

Siemens’ assessment of winding temperatures and alarm setpoints. 

Response: 
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48. Explain whether DEF or the OEM is responsible for maintenance of the RTD alarm. 

Response: 

DEF is responsible for RTD maintenance. 
 
 

  

 

 

 

 

 
50. Please refer to page 13, line 8-9. Provide the dates on which DEF learned of the cause of Unit 

4B’s damage and the date on which DEF learned that the remaining units may have 

experienced similar damage. 

Response: 

 DEF learned on the cause of the damage and the potential damage at the other  units  
 when it received the Siemens RCA. 

 
51. Please refer to page 13. Provide the date that each of the cited steps was planned for action 

and the date of completion (reconfiguration of EMSA collars on Units 4A and 4C; borescope 

inspections; procurement of spare set of stator bars; scheduled generator rewinds). 

Response: 

Completion dates for reconfiguration of EMSA collars is located in footnotes of testimony 
on Page 13.  Borescope inspections were not completed prior to failure on Units 4A or 4C.  
Spare stator bar purchase was not yet finalized at the time of failure of 4A. Please see pages 
15-16 of Mr. Salvarezza’s testimony for response to scheduling generator rewinds. 
 

52. Explain why DEF chose to do borescope camera inspections to detect buckling insulation 

when it is not a proven method of inspection for the issue the company sought to identify. 

Response: 

The borescope inspection was evaluated based on an attempt to better quantify risk to the 
generator in an attempt to determine if there were any signs of buckled insulation.  That is, 
although not a “proven method” for detecting buckling insulation, DEF determined that it 
was nonetheless an avenue worth exploring. 
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53. State each alternative method DEF considered to look for buckled insulation and why each 

method was not chosen. 

Response: 

As stated in response to Q53, DEF scheduled borescope inspections on the remaining units.  
Other available options that were not selected included a “major inspection” which would 
have entailed physically removing the generator rotor and performing a visual inspection; 
DEF determined that, due to the time and expense of such an outage, it would have been 
more prudent to instead schedule the units for a rewind (which DEF also did, as described in 
Mr. Salvarezza’s testimony and in response to interrogatory 35).  Please note, at the time the 
damage was discovered on Unit 4B, each of the remaining units had recently undergone and 
passed the hipot testing that discovered the damage on unit 4B. While hipot testing would 
not detect buckled insulation, it would detect weakness in the insulation but is also a 
destructive test (above the level of the insulation resistance weakness) that would likely have 
required a rewind if the units failed the test. Due to the nature of the hipot test and the fact 
that it consumes a small portion of the insulation life each time it is performed, DEF 
determined it was not justified to reperform the test on these units again since they had each 
passed this same test within the previous 2 years. 
Another option considered was radiography of the stator bars to determine if damage existed 
in the insulation. After discussing this option with the OEM, it was determined that the most 
probable location of the damage, as identified in the failed stator bars during the hipot, was 
not accessible to be able to perform the radiograpy test because of physical obstructions in 
close proximity to the suspect location. 
 

54. Please refer to page 9, lines 18-20 and page 15 lines 13-15. Reconcile the cited statement on 

page 9 with the contention on page 15 that breaches resulting in failure occur “in milliseconds 

and not slowly over time.” 

Response: 

The damage initiated in the insulation slowly propagated over time, but slight damage would 
not be expected to immediately fail a stator bar, since insulation around the copper current-
carrying components is composed of multiple layers.  However, as the damage progressed 
and further weakened the mechanical strength at that location, it would continue to grow 
through multiple layers of insulation until the point at which the voltage level internal to the 
stator bar exceeded the insulation capability, at which point the failure would occur in 
milliseconds.  Trending damage propagation of this type is not possible in the area of 
vulnerability on this specific design.   
 
 

55. Provide the date and actual equivalent hours for each unit when the rewind was conducted. 
Response: 

4A: Jan 12, 2021, at 89,124 Equivalent Operating Hours (EOH) 
4B: Sept 28, 2019, at 78,076 EOH 
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AFFIDAVIT 

STATE OF FLORIDA 

COUNTY OFPINELLAS 
. Ii-

JuM_.,.,, . L 0 
IP. 

I hereby certify that on this._-i-'---'"'114-'-----day of_-=-_......,_ ______ , 2022, 

before me, an officer duly authorized in the State and County aforesaid to take 

acknowledgments, personally appeared ANTHONY SAL V AREZZA, who is personally known 

to me, and he acknowledged before me that he provided the answers to interrogatory numbers 

31 through 69, from the CITIZENS' FOURTH SET OF INTERROGATORIES TO DUKE 

ENERGY FLORIDA, LLC (NOS. 31-69) in Docket No. 20220001, and that the responses are 

true and correct based on his/her personal knowledge. 

THE FOREGOING INSTRUMENT was sworn to and subscribed before me by means of 

□ physical presence or X online (video) notarization by ANTHONY SALVAREZZA, who is

personally known to me.

In Witness Whereot I have hereunto set my hand and seal in the State and County 

aforesaid as of this./Jlday of JU,rl, 2022. 

............. MONIQUE WEST 

l�,· ··.·�\ MY COMMISSION IGG 343812••• ·•1 

\i i,."J EXPIRES: J1119 28, 2023 
. '·• •• P.(. •• ��-·· Boaded lllu Noll,JPubla llndendlll 

Notary Public 
State of Flori a, at 

My Commission Expires: 
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