Florida Public Service Commission

White Paper
on

Networ k Access Technologies

August 14, 2000

Prepared By:
Division of Policy Analysis & Intergovernmental Liaison

Andrew Collins
Timmi Fadiora
Chris Groom
Evan Smitha



TABLE OF CONTENTS

1. INTRODUCTION1
2. NETWORK ACCESSMARKET COMPARISON1
2.1.ANALOG MODEM &2
2.2.DIGITAL SUBSCRIBER LINE (DSL)2
2.3.CABLE MODEMS5
24TELEPHONE COMPANY VS CABLE COMPANY APPROACH7

25LO0KING TOWARD THE FUTURE: FIXED WIRELESS
BROADBAND ACCESSS8

3. BACKBONE OF TECHNOLOGIESIO
3.1.ASYNCHRONOUS TRANSFER MODE (ATM)10
3.2ATM PROTOCOL 11
3.3.SYNCHRONOUSOPTICAL NETWORK (SONET)12
3.4ATM OVER SONET14

35MULTICHANNEL MULTIPOINT DISTRIBUTION
SERVICE (MMDS)15

4. NETWORK ACCESSPOINTS16
4.1.THE NEED FOR NAPS17
42NAP IMPLEMENTING STRATEGY FOR FLORIDA18

4. CONCLUSION19



1. | nt r oducti on

Hi storically, access to vari ous networ ks has been t he dri vi ng
force behi nd econom c and soci al devel opnent. An early exanpl e of
the econom c force behind increased access to networks is the
growt h associated with the nineteenth century railroad system It
is quite easy to track the devel opnent and growth of cities al ong
the railroad networks. As these railroad networks grew, access to
goods and services increased and the industrial econony booned.
Today, the econony has conpl eted the transitionfroman i ndustri al
base to an information base. Qut of this informtion based
econony, the Internet has becone the nodern day railroad system
Wth the advent of e-comrerce, on-line governnent services, and
real tinme data transfer capabilities, we are experienci ng anot her
| eap in social and econom c devel opnment. Just as the railroad
br ought change to t he busi ness practi ces of the nineteenth century,
today’ s I nternet proni ses to not only redefinethe current busi ness
nodel but al so i ncrease access to information and facilitate true
i nst ant aneous wor | dwi de conmuni cati on. There are, however,
limtations to the devel opnent of this new paradigm One of the
nost pressing i ssues revol ves around t he connecti on speeds i n whi ch
the Internet is able to be accessed.

There are two mai n mar ket forces which are driving the demand
for this increased access to the Internet: consuner “edutai nnment”
(combi nation of education and entertainnent) and business
applications. Moreover, the business forces are drivingthe denand
for higher access speeds through the changing nature of the
wor kpl ace (i.e. telecommunicating), globalization of facilities
(i.e. stream ng video for conferences), and i ncreased conpetition
for the best workers. Also, this need for speed is being driven by
t he actual Web applications and nul ti medi a devel opnents whi ch are
being created to neet specific data transfer demands. “These
demands are accel erati ng as Java-based appl ets, real -ti me vi deo and
audi o features, and data warehousi ng becone commonpl ace.”?

Sonme of the forward | ooki ng t echnol ogi es whi ch are addressi ng
the need for increased data transfer speed (broadband) include
Di gital Subscriber Line (DSL), cable nodens and fixed w reless
systens. This paper is intended to give an overview of these
technol ogies which are energing to address these increased

'Renmot e Network Access Technol ogi es: Addressing the Need for Higher
Speeds; Gartner Goup Strategic Analysis Report; 16 Novenber 1998.
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bandwi dt h concerns. This paper will al so provi de an under st andi ng
of technologies that make up the infrastructure that provides
voi ce, data and nul ti medi a servi ces over the sanme backbone net wor k.

2. Network Access Market Conparison

Wththe advent of t he nodul at or/ denodul at or (nodem) in 1979,
it was possible to send and receive data from one conputer to
anot her via voice grade anal og tel ephone lines. This new nodem
t echnol ogy gave the personal conputer (PC) the conmunication
potential which soon equaled that of the telephone. The
transm ssi on speed (baud rate) which data was transnmtted over this
anal og nodemwas initially nuch | ess than t he maxi mumcapacity of
the tel ephone Iines. However, in a short period of tine,
revol uti onary PCadvancenent al | owed conputers to process nuch nore
dat a at nuch faster speeds, and on-line services provi ded access to
graphics, video and |arge databases. “These capabilities
out di stanced t he tel ephone nodem whi ch was unabl e t o handl e data
at the speeds peopl e wanted. On the information superhi ghway, the
t el ephone nodem becane a speed bunp that slowed traffic and
frustrated people.”? The nmain problem with using voice-grade
t el ephone i nes, for the high-speed I nternet applications di scussed

above, is the relatively narrow bandw dth of the channel. A
standard voice-grade channel is one kilohertz (KHz) and is
restricted to carrying a small anount of data at a tinme.

Currently, the fastest anal og nodemcan send and recei ve data at
only 56,000 bits per second (56 kbps). Tel ephone conpanies are
i ntroduci ng faster services using higher bandw dth, such as DSL.
This i s being done to satisfy theincreasing demand for hi gh-speed
service and to conpete with other broadband access alternatives
such as cabl e nodens.

2.1 Anal og Modens

The nmost common formof connectingtothe Internet i s through
an anal og nodem An anal og nodem nmust dial into an Internet
Service Provider (1SP) through a conventi onal phone jack to connect
tothe Internet. Accordingly, a nodemnodul ates outgoing digital
signals from a digital device (such as a conputer) to anal og
signal s which are carried over thetraditional copper tw sted-pair
phone Iine. In reverse, signals sent to the nodem from the

2Jones Tel econmuni cations & Miltinedi a Encycl opedi a;
http://ww. di gi tal century.com



t el ephone conpany’ s central office are denodul ated fromanal og to
digital to be read by the digital device. Currently, anal og
nodens’ transmssion rates are |limted by the Federal
Conmmuni cati ons Comm ssion to 56 Kbps, but local loop limtations
di ctate nost users are not able to reach this speed.

Anal og nodens are the nost reliable, inexpensive, and w de
spread Internet connection nethod, nmaking it the choice of the
maj ority of Internet users. Ot her tel ephone line connection
met hods, such as Integrated Services Digital Network (1SDN) and
DSL, are capable of additional features and far greater
transm ssi on speeds, as well as an “al ways on” connecti on.

2.2 Di gi tal Subscriber Line (DSL):

DSL has been devel oping in sone formsince the early 80's. It
is alocal Access Network (LAN) Technol ogy neaning it connects from
the central office to the service user. To understand the
devel opnent and usage of DSL conpared to standard anal og nodens, a
short descriptionrelatingthetechnology involvedisrequired. As
previ ously nenti oned, anal og nodens, fax nodens, and private |line
nodens use the readily avail able phone line. This is a tw sted
pair of copper lineslimtedtothe voice-grade frequency spectrum
range of 0 to 3,400 Hertz (Hz). The highest information rate on
t he 3,400 Hz frequency spectrumi s | ess than 56 kil obits per second
(kbps). One line of the copper pair is used for sending
information, while the other is used for receiving information.

DSL offers informati on rates between 200 kbps and 8 m | |ions
of bits per second (Mops) on the sanme type of twi sted copper pair
i nes. This is possible because DSL elimnates the 3,400 Hz
frequency spectrum boundary, allow ng higher frequency usage
corresponding to higher information rates and, in sone cases,
allowing the same line to support voice calls. To use a higher
frequency spectrumon the tw sted pair phone line, a few changes
nmust be made. These i ncl ude:

. A Di gital Subscriber Line Access Miulti pl exer (DSLAM nust be
installed at the Central Ofice (CO.® The DSLAM converts
anal og and digital signals to allowthe DSL signal to travel
al ong the existing phone line to the DSL nodem Currently,

3 A DSLAM nust be installed at the DLC renpte terminal if fiber optic or
T1/E1 line is used for transm ssion fromthe CO
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DSL is not conpatible with Digital Loop Carriers (DLCs).*

. Loading coils nmust be removed from the phone |ine. The
frequency signal transmtted over the netallic | oop attenuates
energy, and the higher the frequency neans the higher the
attenuation. This signal degradationrequires|oadingcoilsto
magni fy the voice | ine signals bel ow3,400 Hz when the |ines
are longer than 18,000 feet. Wthout the ability to anplify
itssignal, DSLis currently limtedto within 18,000 f eet of
its DSLAM DSL uses a nmuch hi gher frequency spectrum The
| oading coils anplify noise which interferes with the DSL
signal and causes di sconnecti on.

Two types of DSL services are avail abl e today: symetric and
asymretric. Symretric is generally used in office settings where
t he dat a downstreamand upstreamspeeds are the same. Asymetri c,
on the other hand, is nostly for personal home use. Sending and
receiving information has simlar inmportance in business
applications, while residential and small busi ness users have a
greater enphasis on downloading or obtaining information.
Resi denti al and smal | busi ness users al so can avoi d t he addi ti onal
i nvestment required for symmetric transm ssions. The follow ng are
the different types of DSL services (DSL) i n chronol ogi cal order of
their creation, with a brief description of their advantages and
di fferences.

| SDN created in the early 1980's is the first type of DSL.
This symmetric transm ssion service is ableto offer two |ines at
64 kbps (for voice, data, or voice and data), or the two | ines can
be conmbi ned at 128 kbps for data service. This formutilizes the O
to 80,000 Hz frequency range and, therefore, requires an | SDN
interface on either end of the line, a special configuration based
on the type of |SDN service needed, and a premum installation
price. As the different types of hi gh-speed services have evol ved
at hi gher speeds and | ess expensive installation costs, |SDN s
growt h opportunities have di m ni shed.

Inthe early 1990's, High bit rate DSL (HDSL) was created for

4 ADL.Crennte termnal is required to convert the anal og signal
received fromthe “last mle” of copper tw sted pair phone |ine when fiber
optic or T1/E1l line is used fromthe CO In this situation, a DSLAM woul d not
be able to transmit the DSL signal over the fiber or T1/El |line, but the DSLAM
could be placed in the DLC to receive and convert the DSL signal for the DLC



use with the T1°lines. This symmetric transni ssion service uses
the Tl service speed ability, without repeaters, of 1.544 Mops and
splits it intotw pairs of copper wires (four wires) running at
784 kbps. W thout repeaters, HDSL i s capabl e of bei ng i npl ement ed
on aloopupto 12,000 feet. Anmultiplexer “at the street” (where
t he service user’s dedicated |Iine converges with other dedicated
lines to connect with the mai n phone |li ne) separates the voi ce and
data service.

Symmetric DSL or Single-line DSL (SDSL) is essentially the
sane type of symetric transm ssion service as HDSL using T1
service ability, but uses only one pair of copper wires. The
trade-off between the 4 wire and 2 wire systens is that HDSL can
operate at | ower frequencies and, therefore, has a | oop di stance
advantage. SDSL uses only two wires to support the T1 connection
and has a | oop reach of approxi mately 11, 000 feet i nstead of HDSL’ s
12,000 feet. Wth arelatively small difference in|loop ability,
SDSL has t he advant age over HDSL of | ower cost to connect tothe Tl
service.

Asymretric DSL (ADSL) is an asymmetric transm ssi on form of
DSL that commits a large part of its bandwidth to the downstream
direction toward the end user. This takes advantage of the
decreasedreliability of transmtted signals fromthe service user
to the CO by increasing the downstream speed and decreasing
upstreamspeed fromt he user. Downstreamspeeds vary froml.544to
6.1 Mops, and upstreamrates vary from1l6 to 640 Kbps. Designed
for copper twi sted-pair lines, it is not conpatible with fiber
opticor Tl lines at this time. DSLAMs are placedinthe COor DLC
renote term nal to concentrate the DSL signal fromthe DSL nodemat
the service user. ADSL is intended for nostly private or snmall
busi ness use, conpeting for the sane clientele as cabl e nodens.

Advancenents in technol ogy brought al ong Rate Adaptive DSL
(RADSL) , a symretric or asymmetric transm ssion type of DSL
all owm ng the service provider the optionto reduce or optim ze the
line speed. This allows flexibilityinthelinelengthrequirenent
and adjustnments inline speedto adapt for |ine degradati on. RADSL
i s capabl e of bei ng manual Iy or automati cally adj usted between | i ne
speeds of 640 Kbps to 2.2 Mops downstream and 272 Kbps to 1.088
Mops upstream The devel opnment of RADSL al | ows a systemt o support

5 T1 lines (24 channels of 64 Kbps) are dedicated connections capabl e of
supporting data speeds of 1.544 Mops. The channels can be configured for
voice or data traffic.



a variety of services on the sanme product which nminimzes costs,
service, and equi pnent.

Very Hi gh Speed DSL (VDSL) is the latest formof DSL. This
asymetric type of transmission is capable of extrenmely high
downstream(12.9 to 52.8 Mops) rates and rel atively high upstream
(1.5t0 2.3 Mops) rates. The differenceinrates is dependent upon
the distance to the end user, with a traveling capacity of upto
4,500 feet.

Di gital Subcriber Line service has cone along way since its
introduction inthe 1980's. At its introduction, IDSL (I SDN DSL)
consi sted of two | i nes supporting 64 Kbps that coul d be conbi ned or
separated for voice or data transm ssion. High expense and |line
conditioning was required for the systemto run correctly, with
only slightly higher speeds t han st andard phone nodens. Presently,
mul ti pl e variations of DSL exi st dependent upon t he servi ce user’s
requi renents, infrastructure, and location in relation to the
central office or rennte termnal. Options nowexist such as Very
Hi gh Speed DSL (VDSL) that uses downstreamspeeds that reach 52.8
Mops when within 1000 feet of a renote term nal. | nexpensi ve
Asymretric DSL (ADSL) can reach residential honmes within 18, 000
feet of a central office at rates up to 6.1 Mops downstream DSL
t echnol ogy has al |l owed t el ephone conpani es to conpete with cable
and fi xed wi rel ess conpani es as the provi der of hi gh speed access
to the Internet and will continue to conpete with these other
br oadband t echnol ogi es as new i nnovati ons energe.

2.3 Cabl e Mdens:

A cable mbdem is an el ectronic device that
enabl es a personal conputer (PC) to connect to
a hi gh- speed dat a net wor k and send and recei ve
data over the coaxial cable used in cable



tel evision (CATV) systens.S®

As shown in the previous diagrans’, a cable npdem is
essentially a device whichis ableto convert the digital output of
a PC into anal og signals which can be sent (upstream) through
exi sting anal og cabl e and converts t he downstreamdatainto digital
i nput for the PC. This cable nodemaccesses a specific frequency
or channel, over the existing cablelines, whichthe cabl e operator
has set aside for data transm ssi on purposes. There are several

characteristics which define the market for cable nodens, these

i nclude: s

. First, the transm ssion nedi um of cable plant is broadband
coaxi al cable and fiber optics, supporting nmuch hi gher data
rates than the copper lines of tel ephone conpanies.

. Second, t he broadband capacity i s operat ed as shared Et her net;
all subscribers on an Ethernet segnent share the broadband

capacity. (Wth the telephone conpanies’ approach, a
subscri ber has a defined rate dedicated to that subscriber.)
What does Cable Modem mean? Cable Modem tvpes
* “CABLE” is shorl [or Cable TV (CATV) Melwork Erigrnl Burast {"ahle Iodam Cdio
+ “MODEM" {s MOdulator-DEModulator R T i
« Actuallv more like a network adapter than a modem
TS Fsad Ead) Cabia Hodas siberes! Dabie Mo o
$E£Tq.n i Apr— RIS c;sﬁm Calile Ilud cn Citie
T3 MIZEW g dMEz LI =W g2 e
'E'#hr-:g T = 1 Faw ez T MHES = ['In]:Ern 3].:'
- .' srsracihe Ser-Tap Dox (STEN
Diruneinecm, Medulator ;IJ Dovmairarn Dewdubim =
£ AT B2 AL 255 AT Interaciive Gk
T 555 WH= R Al MH= £ 5550 WA= B AR TH
Fale. 756 1AL B I PPN 4 P | Eeymsadtouse |— Ret-Trp Ry

%l bi d.

’Di agrans taken from Cabl e- Modens Org.

http://ww. cabl e- nbdens. org

8Characteristics taken from Gartner Group Strategic Analysis Report;

Novenber 1998.
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. Third, the cabl e operator typically provides direct access to
the Internet effectively acting as an ISP. The tel ephone
conpanies typically offer access to |ISPs and corporate

net wor ks.

. Fourth, standard tel ephone service using the cabl e approach
requires a separate telephone line (with DSL, the same
tel ephone line is used for data and voice); however, it is
expected that cable conpanies will, over time, offer IP

t el ephony servi ces.

It isthe first and second characteristics which confine the
cabl e broadband mar ket al nost exclusively to residential and not
busi ness usage. Since the cabl e conpani es have experience with
stream ng audi o and video, it is likely that the faster downl oads
speeds of the cabl e approach will |end thenselves to the kind of
pay- per-view nodel currently utilized by the cabl e conpanies.

Cabl e vendors and service providers have the
advantage of mature technologies and |ess
standards churn than the DSL marketpl ace

However, cable conpanies are selling into a
mar ket where the majority of buyers are
interested in entertai nment solutions, often
vi ewi ng data access as a newtoy for children.
To develop new revenue streanms, cable
operators will do what they do best, whichis
pursue i ncrenental revenue that canbetiedto
pay- per-vi ew and pay- per-use.?®

It isfor minly this “edutai nment” (conbinati on of educati on
and entertai nment) purpose which the higher speeds of the cable
technology will be utilized. On the other hand, the second
characteristic of the cabl e approachwill be rather unattractiveto
nmost busi ness users. For comerci al usage, broadband access w ||
require a dedicated line with guaranteed speeds and reliability.
The cabl e broadband approach requires that end users be connected
t hrough an Et hernet system The main di sadvantage of this system
is that the speeds are reduced as nore users are added to the
network. This problemof shared resources can be averted t hrough
the use of DSL tel ephone technology. 1In the DSL approach, each

Renpt e Network Access Technol ogi es: Addressing the Need for Higher
Speeds; Gartner Goup Strategic Analysis Report; 16 Novenber 1998.
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user has a dedicated bandwidth at all tinmes thus securing both
speed and reliability. Obviously, this approach would be nore
appropriate for comercial usage.

2.4 Tel ephone Conpany vs. Cabl e Conpany Approach:

Even t hough the tel ephone and cabl e conpani es are basically
addressing the sane market, their strengths and technol ogica
characteristics tendto favor distinct market classifications. The
mar kets for cabl e conpani es favor consunmers while the tel ephone
conpani es favor busi ness consuners. However, even t hough the two
approaches seem to favor distinct market participants, it is
i nportant torealizethat the nascent conpetitioninthe market for
br oadband services will allow, and even mandate, drastic changes
t hrough technol ogi cal devel opnents and effectual demand. This
situation sets up acl ash between t he tel ephone and cabl e conpani es
for broadband subscri bers.

It was once viewed that tel ephone and cabl e conpani es woul d
conpete in each ot her’s markets. Tel ephone conpani es woul d be abl e
tojustify fiber optic lines to the end user through the offering
of additional video-on-demand services, much |like the cable
conpany’s pay-per-view system Conversely, cabl e conpani es were
expected to offer residential telephone service. Though these
services did not materialize, what did come about was conpetition
for high-speed Internet access services. Cable Internet service,
as a shared Ethernet, is nore suitable for residential usage than
for business. The shared Ethernet raises quality of service as
well as security issues. At the end of 1999, 1.45 mllion
custonmers were using cable nodens conpared to 560, 000 custoners
using DSL alternatives.® This can be nm sl eadi ng, as DSL has j ust
recently beconme a factor in the conpetition for residential
| nternet access services with only about 50,000 custoners at the
end of 1998. Fearing the | oss of revenue fromsecond phone |ines
for Internet service, telephone conpanies were able to devel op
Asymmetric DSL (ADSL). This serviceis capabl e of sharingthe sane
phone line as voice service, allow ng telephone conpanies to
mar ket and depl oy this newtechnol ogy as an alternative to the high
speed cabl e Internet access.

The penetration of ADSL into the residential market was
further bolsteredwiththe FCC s decisionto force i ncunbent | ocal

0The State of Broadband Conpetition, Kagan Media Appraisals for the
Nati onal Cabl e Tel evisi on Associ ati on.
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exchange carriers (ILECs) to share their phone lines wth
conpetitive |l ocal exchange carriers (CLECs), and t he DSL provi ders’
decision to cut prices to be closer to cable. Cabl e nodens
presently have downstreamspeeds i n excess of 10 Mops and are not
limted by distance from its signal origination point.
Al ternatively, ADSLs 200 Kbps to 6 Mops speed i s dependent on the
type of equi pnment used and di stance fromthe tel ephone central
office (to a maxi num of 18,000 feet).

Cabl e and DSL br oadband servi ces are provi di ng the sanme basic
service through different access types. Each type of service has
its own limtations and advantages. As technol ogy continues to
evolve, this conpetition for residential high speed Internet
service will only continue to heat up.

2.5 Looking Toward the Future: Fixed Wreless Broadband Access

“Br oadband servi ce can al so be ground based and wi rel ess, and
i ndeed those are the distinguishing characteristics of a diverse
set of technologies being explored for the consuner (and
commrerci al ) mar ket pl ace.”* One of the basic prem ses behi nd t hese
wireless networks is that the mmjor expense of creating any
br oadband network based on cable or fiber is not the actual
mat eri al s, but the | abor needed for installation. Thus, if youare
able to bypass the fiber or cable link, the cost of inplenmenting
such a “wirel ess” broadband network wi || be economi cal |y feasible
even after considering the | evel of advanced technology. In the
past, a telecomunications providers’ first step was to build a
networ k. Only when they had depl oyed a si gnificant portion of the
network did they market a list of standard services. Point-to-
poi nt and point-to-nultipoint wireless technologies allowthis
paradi gmto be turned around. Custonmers can now cone first, and
based upon a busi ness’ tel ecommuni cati ons requirenents, the | ocal
| oop network can be built increnentally (thus elimnm natingthe need
for a large initial footprint). This flexibility to deploy new
net wor k connections qui ckly gives wireless providers a marketi ng
advant age over thewireline conpetition. Inadditiontotherapid
depl oynent and | owoperating costs, fixed wirel ess broadband access
also allows increnental capital investnent nore attuned to the
nunmber of subscri bers.

Sone of the characteristics and trends of the marketpl ace for

Hscientific American; Clark, David D. “High-Speed Data Races Hone.”
Oct ober 1999
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fixed wirel ess services include: 2

. Dat a Rat es: Terrestrial: 44kbps to 2 Mops, dependi ng on
nmobility
Satellite: 2Mops upstream 16Mops downstream

. Price: Equi prent: Terrestrial $250 - $700; satellites
under $1, 000
Net wor k: Terrestrial 20-60 cents per Kbyte, $60 per
nont h
Satellite: Typically $100 per nonth

. Mar ket s: Enbryoni c but poised for high growth

Expected future higher data rate systens

Har dwar e and servi ce costs expected to drop by over
30%

. Vendors: Nortel Networks, Lucent Technol ogies, Alcatel,
Newbr i dge Net wor ks, Bosch Tel ecom, and
Hughes Networ k Systens

On the forefront of these wireless technologies is Local
Mul tipoint Distribution Services (LMS). Local Multipoint
Distribution Service is a regulatory designation for broadband
fixed wirel ess systens that operate in the 28 gi gahertz (Ghz) band
and of fer up to several gigahertz of |icensed spectrum(1.3 Ghz in
the US). LMDS, one of several stationary broadband wirel ess access
technol ogi es designed for a mass subscriber marketplace, is
designed for a l|line-of-sight coverage over a range of 3 to 5
kil ometers with the capacity to provi de data and t el ephony servi ces
for up to 80,000 custoners froma si ngl e node. “Broadband wi rel ess
services called LMDS, which Gartner Goup refers to as wirel ess
fiber, will becone aval uabl e service offeringthat finally enabl es
many of the intentions of the Tel ecomruni cati ons Act of 1996 -
namely, new technol ogy, conpetition and reductions in service
cost.”® However, fixed wi rel ess broadband access t hrough LMDS i s
not wi t hout some potential drawbacks. The very high frequency of
LMDS i nposes sone |imtations because the radi o waves travel only
instraight lines and are therefore bl ocked by buil di ngs and ot her

12Renpt e Net work Access Technol ogi es: Addressing the Need for Higher
Speeds; Gartner G oup Strategic Analysis Report; 16 Novenber 1998.
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obstacl es. Even nore problematic, they cannot penetrate noisture
and therefore do not work well in areas of heavy foliage.
Nevert hel ess, the | arge bandwi dth all ocation (1.3 Ghz) all ows for
the potential creation of very high speed data services.

A fixed-wireless systemgenerally works this
way: An antenna is placed on the wuser's
prem ses--generally either ontheroof or ina
wi ndow. The antenna i s connected by a cableto
an adapter inside the user's office. The
adapter, inturn, is attachedtothe user's PC
or LAN by anot her cable, and its power cordis
pl ugged into an electrical outlet. Wen the
user sends data from a PC, the data is
converted into signals by the adapter. The
signals then travel through the first cable
and are picked up by the user's antenna. That

antenna relays the signals to the wreless
provi der's "base-station" antenna, which is
also gathering signals from other nearby
ant ennae. The base-station antenna transmts
the collection of signals to a swtching
center vi a a hi gh- speed, | and- based
fiber-optic cable. (Wth sone providers, the
user's signals are relayed directly to a
satellite in the sky, which then transmts
themto a switching center via a | and-based
cable.) Finally, at the switching center, the
traffic is handed off to the appropriate
networ k--either plain old tel ephone service
(POTS) or the Internet. The reverse occurs
when the user receives data: the adapter

converts the signal s picked up by the antenna
into data so that they can be fed into the PC
or LAN. Unlike DSL, a fixed-wireless system
has no di stance restriction and requires just

one vendor for both setup and service. As | ong
as the user's antenna i s positioned on a cl ear

line of sight with the provider's antenna,

service can be established. *

The future of fixed-wirel ess broadband access was

1" Rapid Transit” Technol ogy Magazine, Vol. 21, |ssue 13, pi21.
Sept enber 14, 1999
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characterized by Volpe Brown Welan & Co. (VBW, a |eading
i nvest nent bank for the technol ogy sector, in a conprehensive
br oadband i ndustry report in Decenber 1999. This report indicated
that the unprecedented growth of Internet traffic offered "a
t renendous opportunity for broadband use to take of f and i nvestors
toprofit.” This VBWreport projected expl osive growth for fixed
wi rel ess as per haps t he nost i nportant means of broadband access in
the near future, one which wll significantly expand the
avai lability of broadband availability for comrercial usage

Al t hough this technology is currently in an infant state, the
potential for rapid growth and busi ness applications nake fi xed
wirel ess a market player restricted only by the amount of capital
whichw ||l beinvested. Nevertheless, fixedwrel ess seens poi sed
to dom nate a niche market conprised of business consunmers who
demand both speed and bandw dt h.

3. BACKBONE OF TECHNOLOG ES

The post-U. S. Tel ecom Act of 1996 | andscape for
t el ecommuni cati ons service-provider is goingthrough significant
restructuring. Technol ogy advances in software, transport, and
i nterconnection are creating the so-called converged service
of ferings. This converged service involves the packagi ng of
di sparate services such as l|ocal, cellular, and |ong distance
tel ephony with data and I nternet access service into one service
bundle transmtted over the network. A truly conver ged
infrastructure provides voice, data and nulti nedi a servi ces over
the same network using packet-based technologies in backbone
networks. Anintegrated service digital network provides a single
net wor k t hat can handl e t hese servi ces, Asynchronous- Transf er - Mde
(ATM serves as multipl exer, aggregator, concentrator and router
for the network, while SONET ( Synchronous OQpti cal Network) provides
t he necessary bandwidth to transport information from one ATM
switch to another.

The bul k of the current Public Sw tched Tel econmuni cati ons
Net wor k (PSTN) infrastructure consists of a variety of different
net wor ks, technol ogi es, and systens, nost of which is still based
on the wireline circuit-switched infrastructure. The direction
that the industry is taking in conceiving and buil ding next-
generation networks is |l argely prem sed on replaci ng nmuch of the
Time-Division Miltiplexing (TDM - based circuit-switched
infrastructure with an ATM based packet-swi tched i nfrastructure.
ATMis used to provide end-to-end networking sol utions based on
packet-swi tching technol ogy using virtual channels or circuits.
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3.1 Asynchronous Transfer Mde (ATM

The bandwi dth limtations of afiber systemare not duetothe
intrinsic properties of the fiber, but the limtations of the
swi tching, nultiplexing, and transm ssi on equi pnent connected to

the fiber. New services such as Hi gh speed packet-sw tched
services, LANtransport, and Hi gh Definition Tel evision (HDTV) are
exanpl es of broadband services that utilizes |arge bandw dth.

These broadband servi ces require a network t hat conbi nes speed with
systemreliability and integrity.

ATMis a statistical timedivisionnultiplexed (STDM form of
traffic that organizes digital data into 53-byte cell units and
transmts them over a physical nmedium using digital signal
technol ogy. These fixed Il ength cells that are transmtted by ATM
are transported to and are reassenbl ed at specific | ocation. Each
ATM cell is made up of 53-bytes, of these, 48-bytes make up the
payl oad (user-information field) and 5-bytes nake up the header.
The cell header identifies
the virtual path to be used in routing cells through the network.
| ndi vidually, acell is processed asynchronously relative to other
related cells and is queued before being nultiplexed over the
transm ssion path. While ATMcells are transm tted synchronously
to mai ntain cl ock between sender and receiver, the sender is not
limtedto sending data every, say, 24th. cell. Rather, the sender
transmts when it has sonmethingto send and, when i dle, sends enpty
cells synchronously. So, in short, data is sent asynchronously,
cells are sent synchronously.

ATM uses packet-switching technol ogy to provide end-to-end
networ ki ng solutions with virtual circuits or paths. Packet
switchingis astore and forward swi tchi ng technol ogy where users’
messages are broken down into smaller pieces called packets.
Bet ween source and destination, each of these packets traverse
conmuni cation | i nks and packet switches (routers), and each switch
must receive the entire packet beforeit can beginto transmt the
first bit of packet onto the outbound |ink.

In ATM packets are routed according to virtual circuit
nunbers. ATMservice provi des fl exi bl e connectivity using virtual
connections inplenmented over fiber optics cable operating at
transm ssi on speeds between 1.536 Mops to 599.04 Mops. Thi s
service provides for the switching of symetrical duplex
transm ssion of fixed | ength ATMcells, utilizingvirtual circuits
(VC). ATM supports the establishnment of both permanent VCs and
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switched virtual circuits. Permanent VCs (PVC) are established
bet ween custonmer sites via a switch, and once established, these
connections are available at all times, hence, when there is no
traffic, the network carries enpty (idle) cells.

3.2 ATM Protocol

ATM protocol consists of three |ayers: the ATM adaptation
| ayer (AAL), the ATM | ayer, and the ATM physical |ayer.

ATM adapt ati on Layer (AAL)
ATM Layer
ATM Physi cal Layer

The purpose of the AAL is to all owexisting protocols (e.g.,
| nternet Protocol (IP)) and applications (e.g., constant-bit-rate
video) to run on top of ATM AAL is inplenmented in the ATM end
systens (i.e., entry and exit routers) and not intheinmedi ate ATM
swi t ches. Thus, the AAL is analogous in this respect to the
transport layer in the IP stack. AAL has two subl ayers: the
Segnent ati on and Reassenbly (SAR) Subl ayer and the Convergence
Subl ayer (CS). The user datais first encapsulated inthe CS, and
t hen segnented at the ATM source and reassenbled at the ATM
destination. The SAR subl ayer which sits above the ATM | ayer,
segnent s and adds AAL header andtrailer bitsto formthe payl oads
of the ATM cells.

The ATM | ayer forms the core of the ATMstandard and defi nes
the structure of the ATMcell (i.e., the 53-bytes in a fixed cell)
and t he neaning of the fields within the structure. The first 5-
bytes of the cell constitute the ATM header. The cell header
identifies the virtual path to be used in routing a cell through
t he network while the virtual path defines the connection through
which the cell is routed toreachits destination. The renmaining
48- bytes constitute the payl oad which is the portion that carries
the actual user information.

ATM physi cal | ayer i s concerned with sending an ATMcel | over
a single physical link. 1t deals with voltages, bit timngs, and
fram ng on the physical nmedium The physical |ayer has two
subl ayers: the Physical Medium Dependent (PMD) Subl ayer and the
Transm ssi on Convergence (TC) Subl ayer. The PMDsubl ayer is at the
very bottom of an ATM protocol stack and it is specified
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differently for different physical nedia (fiber, copper, etc.).
PMD subl ayer specifies the nediumitself and is al so responsi ble
for generating and delineating bits. Sone possi bl e exanpl es of PVD
subl ayers i ncl ude: SONET over singl e-node fi ber, and T1/ T3 frames
over fiber, m crowave, and copper. The TC subl ayer sits on top of
t he PVD subl ayer and j ust bel owthe ATMI| ayer. On the transm ssion
side, the TC sublayer places ATM cells into the bit and
transm ssion frame structure of the PMD subl ayer. On the receiving
side, it extracts ATMcells fromthe bit and transm ssion frane
structure of the PMD subl ayer.

I n conclusion, ATM has the follow ng characteristics:

> ATMdefines a full array of conmuni cati on protocols, fromthe
transport |ayer through the physical |ayer.
s It uses packet switchingwith fixedlengthcells of 53-bytes.

Each cell has 5-bytes of header and 48- byt es of payl oad whi ch
facilitated hi gh-speed switching. Packet swwtchingis astore
and forward sw tching technol ogy where users’ nessages are
br oken down into smaller pieces (cells). Store and forward
transm ssion neans that the switch nust receive the entire
packet before it can begin to transmt the first bit of the
packet onto the outbound |ink.

> ATMuses virtual circuits (VCs) and supports both the Private
VC and SVC. Packet switches use the virtual channel
identifier (assigned by the ATM header to the VC) to route
cells toward their destinations.

> ATM pr ovi des congesti on control on an end-to-end basis. That
is, thetransm ssion of ATMcells is not directly regul ated by
the switches in times of congestion. However, the network
switches thenselves do provide feedback to a sending end
systemto help it regulate its transm ssion rate when the
net wor Kk becomes congest ed.

> ATM can run over any physical |ayer. However, it often runs
over fiber optics using the SONET standard at speeds of
155. 52Mops, 622Mops and hi gher.

3.3 Synchronous Optical Network (SONET)

Synchronous Optical Network (SONET) is the U.S. standard for
synchronous data transm ssion on optical nmedia. It provides the
necessary bandwi dth to transport information fromone bandw dth
switch (such as ATM to another. It serves as the transport |ayer
for cell-based traffic. The standard was initiated for the
foll ow ng key purposes:
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To achieve conpatibility of equi pment by all manufacturers
To achi eve synchronous networKki ng

To achi eve enhanced operations, adm ni stration, mai ntenance,
and provi sioni ng ( CAM&P)

To achieve nore efficient add/drop nultiplexing (ADM
SONET defines Optical Carrier (OC) |evels and electrically
equi val ent Synchronous Transport Signals (STSs) for the fiber-
opti c-based transm ssion hierarchy. The standard SONET rates and
its multiples are shown bel ow.

Optical Carrier El ectri cal Li ne Rate Nbps

Level Equi val ent

OoC-1 STS-1 51. 84

OC- 3 STS-3 155. 52

OoC-12 STS-12 622. 08

OC- 24 STS-24 1244. 16

OC- 48 STS-48 2488. 32

OC-192 STS-192 9953. 28

Not e: The higher line rates are integer nultiples of the base rate of 51.84 Mps.

For exanple OC-12 = 12 x 51.84 Mips = 622. 08 Mops.

An integrated service that handl es voice, data, and video
consi sts of broadband switches and term nals that tie high speed
| ocal area networks (LANs), digital TV and ot her video services,
dat a communi cati on devi ces, tel enetry equi pnment and voi ce i nt o one
digital network. SONET provides the necessary bandwidth to
transport information fromone i ntegrated service network swtch
(or termnal) to another. For exanple, an OC-3 (155 Mops) rate nmay
be used to transport an H4 digital broadband channel carrying a
broadcast quality TV.

The transport network using SONET as the backbone provides
much nore powerful networking capabilities than existing
asynchronous systems. Synchronous systens such as SONET al | ows f or
a hub configured network. While ATM provides for only point-to-
poi nt configuration, SONET supports a nulti-point or hub
configuration. Ahubis aninternediate sitefromwhichtrafficis
distributedto three or nore spurs. The hub all ows the four nodes
or sites to conmmunicate as a single network instead of three
separate systens. This set-up reduces requirenents for back-to-
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and send it to the appropriate nodes wi thout using back-to-back
configuration, back-hauling or manual separati on. SONET provi des
a grooming function that can either consolidate or segregate
traffic and make nore efficient use of the network. For exanpl e,
at an interconnect point, an inconm ng SONET |ine may contain
di fferent types of traffic, such as switched voi ce, data, or video.
A SONET can conveniently segregate the switched and non-sw tched
traffic (see figure 3.2 bel ow
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in the ATM physical |ayer protocol. SONET provides service

flexibility and broadband capability to support broadband servi ces.
Hi gh speed packet-swi tched services, LAN transport, and high
definition TV are exanples of broadband services (services
requiring 50-600 Mops transport capacity) that my use ATM

An ATM based network i s bandw dth transparent, which all ows
handl i ng of a dynami cal |y vari abl e mi xture of services at different

Bt t p: // ww. nort el net wor ks. com product s/ 01/ sonet/ col | ateral / sonet _101. p
df
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bandwi dt hs (see figure below), and provides transfer node for
br oadband applications. Because of the bandw dth capacity that it
offers, SONET is a |ogical carrier for ATM SONET provides the
necessary bandwidth to transport information from one ATM to
another, andit offers sufficient payload flexibility that nakes it
suitable to be used as the underlying transport |ayer for ATM
cells.

3.5 Miltichannel Miltipoint Distribution Service (MVDS)

MWDS is a broadband wireless technology that is used to
deliver nmultipleserviceofferings (such as voi ce di al -up services,
data, Internet access and video). MVDS serves as a delivery
platform for the wreless |ocal |oop. Wil e DSL, cable and
wi rel ess provides transm ssi on technol ogy for broadband servi ces,
MVDS provi des service support ability functionfor fixed wireless
servi ce.

MVDS was originally conceived as, and used for, a delivery
platform for video program content for entertainment and, in
conjunction with educational institutions, to deliver video for
di stance | earning activities. Mst systens use anal og transm ssi on
standard to deliver one video programper 6-MHz radi o frequency
(RF) channel. Two maj or changes occurred that propell ed t he MVDS
i ndustry tothe forefront, oneis thetransitionto digital video
conpressi on and transm ssion and, the other is the FCC ruling on
t wo- way access.

The digital video enabl es conpression of at | east five video
streans of simlar resolution of analog video into one 6-VHz RF
channel . Wth the spectral efficiencies of digital video
conpressi on, a few RF channel s per MVMDS systemcan be dedi cated to
provi de broadband (>10Mops) hi gh-speed data service.

The second change occurred when Federal Comrunications
Comm ssion (FCC) ruled in 1998 that MVDS spectrum hol ders coul d
operate two-way systens. That ruling nmade t he t echnol ogy pl atform
an optimal last-mle option for addressi ng data networ ki ng and f ast
| nternet access. Two-way access i s necessary for delivering fast
Internet service. The Time Division Miultiple Access (TDMA) and
Frequency Di vision Multi pl e Access (FDMA) nodul ati on t echni ques on
the MVDS al l owfor the bidirectional flow between the carrier and
the end user. I n many cases, adifferent upstreamis requiredthan
the downstreamand the ability to nodul ate differently conpensated
for this difference. For exanple, MVDS can provi de coverage in
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excess of 25-mles, with speeds of 10- Mops downstreamusi ng a 2- MHz
channel and 128- Kbps upstream

MVDS sol ves the bandwi dth shortage in the Metropolitan area
net wor k because it operates inthe |l owfrequency band - 2.1, 2.5,
and 2.7-GHz, as conpared with its sisters technol ogy, Local
Mul tipoint Distribution Service (LMDS), whi ch operates at a hi gher
frequency and has nore avail abl e spectrunms than MVDS. Typi cal
nm crowave di stances, bands, and operations are shown in the table
bel ow

Frequency Band | Technol ogy Di st ances Use
Pl at f orm
2-6 GHz MVDS 30-m | es WL, TV
10-12 GHz Di gital 20-m | es DBS, TV
Br oadcasti ng
25- GHhz and LMDS 3-5 mles Busi ness,
above bypass
oper ati on.

Wrel ess presents sone chal l enges to the service providers.
| nherent in wireless technol ogy are sone |ine of sight issues, in
whi ch t he ant enna nmust have a clear viewof thesitetowhereit is
sendi ng i nformati on. M crowave signals travel in straight |ines,
t he recei ver nust have a direct and unobstructed vi ewof the source
in order to enjoy a reliable and good quality signal. To
conpensate for theline of sight limtation, delivery di stance per
transmtter isusually limted to a 20-m | e radius, even though,
theoretically, it can serve up to a 30-mle radius.

The primary network pieces constituting MVDS are as foll ows:

> The Network Operations Center (NOC) contains all the
managenent functions that manage all the conmponents of the
infrastructure.

> The cabl e infrastructures (for LAN) are usual ly fi ber based to
connect the conponents of the MVDS to the private networks.
The cabling consists of T1/T3 or OC-1, OC-3 or oC-12
connecting to the ATM and | nternet backbones.

> The Base station is where the fiber-to-radio frequency

conversion takes place; the nodul ati on signal across the
ai rwaves occurs at the base station al so.
> The custoner equi pnment, which varies fromuser to user.
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The maj or players in MVDS are Sprint (set to be acquired by
MCI Worl dcom) and MCI Worl dcom The two conpani es have i nvested
heavi |y and have acquired MVDS spectrum holders in an effort to
gai n technol ogy that delivers broadband servi ces (voi ce and dat a)
directly tothe custonmer, while bypassing the | ocal networks. The
t wo conpani es bel i eve that MVDS of fers advant age of (a) econom es
of scale and (b) rapid deploynent over conpeting wreline
t echnol ogi es such as cable and DSL.

4. Network Access Points

A Network Access Point (NAP) is an interconnection point that serves to tie Internet access
providers together through the use of high-speed links and switches. As a physcd location, a NAP
is literdly the aggregation point of global network convergence. A NAP is the point where multiple
information carriers hook up to swap information (also called peering). NAPs may be as simple as
a FDDI (Fiber Digtributed Data Interface) switch (100 Mbps) or an ATM switch (155 Mbps) passng
traffic from one provider to the other. NAPs relay traffic from one ISP to another ISPs by
trangmitting this information through a SONET. A SONET s the transport mechanism for these
ISPs to get to and from a NAP. Once the NAP receives the information packet from the ISP, it
identifies the information packet by the Internet Protocol address (IP address) and sends it to the
appropriate | P address location.

NAPs serve to tie dl the I1SPs together so that, for example, an AT&T user in Portland,
Oregon can reach the Web gte of a BdlSouth customer in Miami, Horida. A NAP does absolutely
no routing, as this job is completed by the routers managed by the 1SPs that actually connect to the
NAP. It should be noted that the Florida and regiond traffic that travels through a NAP usually has
to travel a vast distance. Therefore, not dl Internet treffic travels through a NAP. In fact, it is
common for Internet traffic to be handled using peering arrangements and interconnections within
geographic regions. This type of regiona peering is where each carrier connects at the closest
possble point, instead of carrying traffic dl the way to a NAP (See diagram below). Opponents of
NAPs clam that some telecommunications carriers prefer this regiona peering indead of using a
NAP, due to the heavy congestion at the current NAPs.
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4.1 The Need for

The structure and makeup of the Internet has adapted as the needs of its community have
changed. Today's Internet serves the largest and most diverse community of network users in the
computing world. With the constant need for speed, direct connections from the 1SPs to NAPs are
desirable because web pages, video, and voice connections al work faster, clearer, and more
eficently. See Attachment 1, Internet: The Big Picture, for an illudration that depicts the man
pieces of the Internet from aUser’s PC dl the way to the online contents.

To gan a better understanding of the demand for NAPs, we must go back to 1969 when the
Internet was origindly implemented by the Department of Defense to connect major universties and
private companies for the purpose of research. Private networks from schools and governments
connected to this origind ARPANET, named for the project designers, Advanced Research Projects
Agency, creating mass congestion.  For this reason, the National Science Foundation (NSF) began
to develop the Nationa Science Foundation Network (NSFNET) to connect both campuses and
research organizations to regiona networks, and then to connect these regional networks to a major
backbone that linked several super computer centers. (See figure below?®)

Bhttp://ww. ci sco. com cpress/cc/td/ cpress/ design/isp/1lispint.htm
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Even in the early 1990's, this network was available soldy for government, educationd, and
research gpplications, dthough the demand was risng for both commercid and genera-purpose
access. A new industry saw an opportunity to profit from this demand, thus the beginning of ISPs.
As networks grew increesngly complex, the NSFNET appointed Sprint to connect backbone
networks in the U.S. (induding the Federa Internet eXchange (FIX) and the Commercid Internet
eXchange (CIX)), aswell as networks in Europe and Asa.

Due to the decommissioning of NSFNET in 1995, the Internet became less centralized. It
trangtioned from a government-financed and supported Internet to a commercialy operated
Internet, thus digtributing operations to a number of commercid network service providers, such as
Sorint and MCI. With dl this information and all these different networks, the need for efficient
interconnection was clear. NAPsfill this role and smplify data flow across the Internet.

4.2 NAP Implementing Strategy for Florida

In the Florida 2000 Legislative Report that was created by the Information Service
Technology Development Task Force, it states that NAPs are “seen as the technological catalyst for
sustained economic growth throughout the state, nationdly, and in the continued effort to brand
Florida as the gateway to Latin America,” and have capability to “atract huge investments in the
latest and fastest technology from telecommunications carriers” Other than the enormous economic
growth created by a NAP, establishing a NAP in Horida should mean faster, more reliable service
and possible lower Internet rates for the average Florida Internet user. The goa is to create a Florida
NAP, preferably in the Miami area, that will motivate economic activity throughout Florida and
increase nationad and internationd awareness of Florida as a state idedly suited for the successful
advancement of the information technology business sector.

Some of the earlier NAPs were built with federd monies, however the proposed Florida
NAP would be a private busness initigtive with state monies contributed to ensure that the state
would have a stake of the Internet infrastructure to attract commerce and provide a gateway to
Central and South America. Private NAPs, or P-NAPs, have begun to appear al over the country
and across the world. P-NAPs are becoming more popular since Public NAPs are becoming
extremdy congested. Most P-NAPs have direct connectivity to several backbones to ensure the most
optima path, as wel as for backup in case a backbone is down. An example of such a regiond
P-NAP is the Compag Houston NAP created by Compag in 1997. Compaq donates equipment and
support, and Insync Internet Services runs the service to help the Houston community on a
non-profit basis. Not dl companies, in fact very few companies, donate such resources on a
non-profit bass. Most companies creating NAPs see an extremely profitable opportunity. For
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example, MCl WorldCom, the operators of the Metropolitan Area Exchange (MAE) Eadt, have
created Sx other P-NAPs across the country: the MAE West (located in San Jose, CA), the MAE
Chicago, MAE Ddlas, MAE Houston, MAE Houston, MAE Los Angdes, and the MAE New Y ork.

Senate Bill 1334 (SB 1334), “Itflorida.com Act of 2000", was passed during the 2000 Florida
Legidative Sesson. This hill directs the State Technology Office to report by July 1, 2000 on the
feagbility of developing a NAP in Horida. It has been estimated that a Florida NAP may cost
between $100 million to $300 million, spread over severa years. In an effort to fund this, Florida
iS congdering a tax incentive for firms who ad in developing the connection hub and routing center.
In fact, SB 1334 was amended late in the session to include $700,000 for the State Technology
Office to carry out the Act. Sx hundred thousand is to be used to reimburse digible companies for
sdes tax payments made on equipment associated with the creation of a NAP. Enterprise Florida
is dso forming a study group to explore the feasbility of using state-employee pension funds to
support investors that are either domiciled in Horida or regularly investing in technology companies
headquartered in this state. Enterprise Florida, Inc., must submit a report on the findings of the study
group to the Governor, the Speaker of the House of Representatives and the President of the Senate
by October 1, 2000.

5. Conclusion

The nature of Internet use is changing rapidly and the need for Internet access is exploding.
The need for bandwidth and speed serve as the driving forces for the emerging communications
network that delivers broadband services. Various access options such as fiber, satellite, fixed
wireless, DSL and cable are the prevailing transmission technologies that are needed to provide the
capable bandwidth. The transport of these broadband services is provided by ATM and/or SONET
for fiber, and MMDS and LMDS for the fixed wirdless service. To take full advantage of the
avalable bandwidth in the fiber optics cable, ATM and/or SONET remove the limitations imposed
on the fiber by the switching, multiplexing and transmission equipments that are connected to the
fibre. While ATM defines communication protocols from the transport layer through the physica
layer usng packet-switching technology with virtud circuits, SONET serves the physical transport
layer for cell-based traffic. SONET provides the necessary bandwidth that facilitates the transport
of information from one integrated service network switch to the other. As a result, SONET is
normaly used in ISPs and NAP network systems.

Given the wide range of sysems and the technicd requirements, it is tempting to speculate
which broadband technology will emerge as the dominate one. However, technology may
ultimately have little influence upon deployment. The various sysems are dl technicdly feasble
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and have been demonstrated and inddled in varying degrees. It seems that the red barier to
widespread broadband access is the cost of ingtallation. Economics, market structure, and capital
invesment decisons are the man forces driving broadband deployment. Thus, the end mix of
broadband technologies will have litle to do with ther technica merits and will mainly rely upon
the various levels of marketing and investment.
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